
 

 

 

Chapter Three 

Critical Challenges in Information Security 

for Advanced Neuroprosthetics 

Abstract. This text investigates unique challenges and opportunities that arise when 

one applies the general principles and practices of information security to the particular 

domain of advanced neuroprosthetics. Issues discussed include the distinction between 

a neuroprosthetic device and its host-device system; the need for a device to provide 

free access to outside parties during medical emergencies while rigorously restricting 

access to outside parties at other times; challenges relating to implanted devicesǯ lim-
ited power supply and processing and storage capacities, physical inaccessibility, and 

reliance on wireless communication; new kinds of biometrics that can be utilized by 

neuroprostheses; complications and opportunities arising from the use of nontradi-

tional computing structures and platforms such as biomolecular computing and nano-

robotic swarms; and psychological, social, and ethical concerns relating to the agency, 

autonomy, and personal identity of human beings possessing advanced neuroprosthe-

ses. Having considered such issues, we discuss why traditional InfoSec concepts that are 

often applied to general-purpose computing and information systems are inadequate 

to address the realities of advanced neuroprosthetic host-device systems and why the 

creation of new specialized conceptual models of information security for advanced 

neuroprosthetics is urgently required. 

 ). )ntroduction 

Information security is a large and complex field. While there are funda-
mental information security principles whose relevance is universal, the ways 
in which these principles are applied and elaborated in particular circum-
stances is subject to specialized practices and bodies of knowledge. The tech-
niques used to secure a large organizationǯs archive of decades of printed per-
sonnel files are different than those used to secure a factoryǯs robotic manu-
facturing systems or an individual consumerǯs smartphone. 

As with all kinds of information systems that have been developed by hu-
mankind, advanced neuroprosthetic devices present a unique array of infor-
mation security problems and possibilities that exist within a particular set of 
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technological, legal, political, ethical, social, and cultural contexts.1 In this 
chapter we highlight a number of issues that may not be relevant for many 
other kinds of information systems but which give rise to considerations that 
are critical for the information security of advanced neuroprosthetic devices. 
Many of the issues discussed below constitute recurring themes that will be 
revisited in different contexts throughout the rest of this book. 

)). Distinguishing a device user from a device host  
In the case of a smartphone, the person who possesses the device and car-

ries it with himself or herself on a daily basis is typically also the primary user 
and operator of the device: the smartphoneǯs possessor powers it on and off, 
uses it to browse the web, check email, make calls, and play games, and down-
loads, installs, and uninstalls apps at will. In some institutional settings, a 
smartphone that is owned by the organization may not be controlled entirely 
by the person who possesses it; the organizationǯs )T staff might remotely 
control and monitor some aspects of the phoneǯs behavior and might, for ex-
ample, restrict its possessorǯs ability to install new apps. However, the person 
possessing the phone still has a significant ability to control the deviceǯs set-
tings and operation and to use its functionality to achieve his or her personal 
ends. 

With advanced neuroprosthetic devices (and implantable medical devices 
generallyȌ the situation can be quite different: a deviceǯs host – i.e., the human 
being in whose body the neuroprosthetic device is implanted and in which it 
operates – may have no ability whatsoever to control the device or to utilize 
its functionality for particular ends chosen by that person. Moreover, he or 
she may potentially not even realize that the device exists and has been inte-
grated into his or her neural circuitry. 

A. Shared operation and use by the host and an external party 

In the case of an artificial eye, for example, it might be the case that the 
deviceǯs human host has full operational control over the device: through an 
act of volition, the host transmits instructions that cause the eye to focus its 
gaze on particular objects, and by using a standard computer the host can 
wirelessly connect to the artificial eyeǯs internal computer, log onto a web-
based command console, and perform remote diagnostics and software 
maintenance on the device. 

                                                 
1 For an overview of ethical issues with ICT implants – many of which are relevant for advanced 

neuroprosthetics – see (ildebrandt & Anrig, ǲEthical )mplications of )CT )mplantsǳ ȋ͜͞͝͞Ȍ. For 
ethical issues in information security more generally, see Brey, ǲEthical Aspects of )nformation 
Security and Privacyǳ ȋͣ͜͜͞Ȍ. 
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On the other hand, it might be the case that the deviceǯs human host is 
only able to control some limited aspects of the artificial eyeǯs functionality 
(such as determining its focus or dilating its synthetic pupil) but has no ability 
to log into the device to manage diagnostic or maintenance tasks; a remote 
support team of specialized medical and biomedical engineering experts (e.g., 
working at the company that designed the device or the hospital that im-
planted it) may be the only party with such access –  regularly monitoring the 
deviceǯs functioning, performing remote software upgrades and reconfigura-
tion, and managing aspects such as the deviceǯs power consumption and syn-
aptic stimulation strength. In such a scenario, the human being in whom the 
artificial eye was implanted would be the deviceǯs human host, but the host 
and the remote medical team would share a joint role as the deviceǯs users or 
operators who determine how and for what purposes it will be used and who 
controls its functionality. 

B. Separate operator and host 

)t is also possible to envision circumstances in which a deviceǯs human 
host would play no role at all in controlling the device, determining the pur-
poses for which it will (or will not) be employed, or managing its functional-
ity. In such cases, another human being or organization may serve as the sole 
user and operator of the device, or, if the device possesses sufficiently sophis-
ticated artificial intelligence, the device could even be said to be its own user 
and operator. 

For example, a human host suffering from a particular illness may have 
been implanted with an endocrine neuroprosthetic device that can stimulate 
the hostǯs thyroid gland and cause it to secrete hormones that affect the 
bodyǯs basal metabolic rate; however, the host has no means or access by 
which to control (or even directly influence) the functioning of the device, as 
it can only be controlled through a remote system that wirelessly transmits 
instructions to the device and is managed by an expert medical team. The 
medical team constitutes the deviceǯs sole user and operator, as team mem-
bers decide when, whether, and to what extent the hostǯs basal metabolic rate 
should be raised or lowered, and the medical personnel determine the objec-
tive (e.g., to facilitate weight loss or weight gain) that they are seeking to 
achieve through their management of the device.2 

                                                 
2 Another possible cybernetic model is for a system to include an implanted component that 
gathers from its hostǯs brain selected real-time data that is then transmitted to an external com-
puter and used as input for a real-time computational model and simulation of the brain that 
allows the systemǯs operators to determine what signals the implanted component should trans-
mit to neurons in order to generate desired effects; the external computer then transmits those 
instructions to the implanted component, which stimulates neurons in accordance with those 
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C. Unwitting hosts 

Especially in the case of noninvasive neuroprosthetic devices that can con-
nect with the neural circuitry of a human being simply by touching the per-
sonǯs body ȋor even without touching it, through the use of wireless transmis-
sion and sensation), it may be possible that the human being with whose neu-
rons a device is interacting may not even realize that the device exists or is in 
use. Even in the case of neuroprosthetic devices that can only function within 
the body of their human host, a deviceǯs host may potentially not realize that 
a neuroprosthetic device is located and operating within his or her body – 
e.g., if unbeknownst to the subject the device was implanted during the 
course of some other surgical procedure to which the host had consented, or 
if the device comprised components (such as a swarm of nanorobots) that 
could be unwittingly ingested simply by consuming a beverage.3 

D. Physical and psychological damage caused to a user or host 

In numerous contexts throughout this volume, we cite the possibility that 
a neuroprosthetic device that is poorly designed and operated, suffers a mal-
function, or is compromised by a cyberattack could potentially subject its hu-
man host to significant physical or psychological harm – e.g., by impairing 
the functioning of the hostǯs internal organs or providing a stream of sensory 
data that causes severe pain. While such harm to a deviceǯs host may be the 
more common hazard, with some kinds of neuroprosthetic devices it possible 
that such incidents might cause physical or psychological harm to the de-
viceǯs human operator rather than its host.  

For example, imagine that a human host has – without his or her 
knowledge – been implanted with an advanced neuroprosthetic device lo-
cated in the brain that detects sense data arriving from the optic and cochlear 
nerves and wirelessly transmits it to another human being – the deviceǯs op-
erator – who through the use of a virtual reality headset and earphones is 
essentially able to see and hear all that the neuroprosthetic deviceǯs human 
host sees and hears. An adversary could potentially gain unauthorized access 
to the deviceǯs internal computer, reprogram it, disable its safety features, and 
alter its output so that rather than transmitting to the deviceǯs remote human 
operator a stream of the actual visual and auditory sense data received by the 
deviceǯs host it instead transmits signals which, in the operatorǯs VR headset 
and earphones, produce an emission of blinding light and deafening noise 
that are powerful enough to both damage the operatorǯs sensory organs, 
cause confusion and disorientation, and inflict major psychological distress. 

                                                 

instructions. See Lee et al., ǲTowards Real-Time Communication between in Vivo Neurophysio-
logical Data Sources and Simulator-Based Brain Biomimetic Modelsǳ ȋ͜͞͝͠Ȍ. 
3 For the possibility that human hosts might unwittingly be implanted with RFID devices, see 
Gasson, ǲ(uman )CT )mplants: From Restorative Application to (uman Enhancementǳ ȋ͜͞͝͞Ȍ. 
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Note that if the operator (and, in this case, end user) of the neuroprosthetic 
device were receiving the transmitted sense data not through a conventional 
VR headset and set of earphones but through a neuroprosthetic implant 
within his or her own brain, then an arrangement would exist in which that 
individual was simultaneously serving as the host of one neuroprosthetic de-
vice and the operator of (potentially) two devices, and the damage would re-
sult from the personǯs roles both as host of his or her own implanted device 
and operator of the remotely controlled one. 

))). Critical, noncritical, or no health impacts for a deviceǯs host 
and user 

A conventional desktop computer is unlikely to have a direct critical im-
pact (either positive or negative) on the health of its human user. While it is 
possible to imagine a critical health impact (e.g., if the computer electrocuted 
a user who had removed the outer casing and was attempting to repair the 
device, or if the user dropped the computer and injured himself or herself 
while attempting to carry it to a new location), such impacts involve highly 
unusual circumstances and do not result directly from the success or failure 
of the computer to perform its intended regular functions. It is perhaps more 
likely for a computer to have an impact on its userǯs health that is critical but 
highly indirect – e.g., by allowing its user to contact emergency medical per-
sonnel and summon assistance relating to some urgent health emergency or 
to research symptoms that the user was experiencing and diagnose a major 
illness. 

Because of their intimate integration into the body and biological pro-
cesses of their human host, however, neuroprosthetic devices have the po-
tential to directly generate critical health impacts for human beings that 
other kinds of information systems are unlikely or unable to produce.4 For 
example, the failure of a neuroprosthetic device that is responsible for regu-
lating its hostǯs respiratory or circulatory activity could result directly in the 
hostǯs death within a matter of minutes or even seconds; conversely, the 
proper functioning of the device may extend its hostǯs lifespan by many years. 
Such devices clearly possess a critical health impact. 

Other kinds of technology, such as a neuroprosthetic robotic leg, may typ-
ically have a significant but indirect and noncritical impact on the health of 
its user. When functioning properly, the leg allows its user to stand and bal-
ance without falling and to walk, run, and exercise – all of which can contrib-
ute significantly ȋif not criticallyȌ to the userǯs health. On the other hand, if 

                                                 
4 For some of the health impacts that can be generated, for example, by IMDs (whether neuro-
prosthetic devices or other kinds of IMDs), see Ankarali et al., ǲA Comparative Review on the 
Wireless Implantable Medical Devices Privacy and Securityǳ ȋ͜͞͝͠Ȍ. 
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the device experiences a malfunction that gives the user a mild electric shock 
or requires the user to drag the immobile leg, such occurrences would con-
stitute undeniably negative but likely noncritical health effects. Such device 
malfunctions call for prompt attention and maintenance but do not require 
an immediate response in order to save the life of the deviceǯs host. 

Even with devices that generally demonstrate noncritical health impacts, 
it may be possible for them to yield a critical health impact in particular cir-
cumstances. For example, if an artificial eye were to fail while its host were 
driving an automobile or flying a helicopter, this could potentially have fatal 
consequences not only for the host but also for many other completely unre-
lated individuals. A similarly critical negative health impact could result if an 
adversary gained unauthorized access to the eyeǯs internal computer and ma-
nipulated the deviceǯs sensory output to make its host believe, for example, 
that he or she were picking up a wooden stick from the lawn when in fact it 
was a poisonous snake.5 

No matter how safe, limited, and benign its functionality might be, it is 
unlikely that any neuroprosthetic device could ever possess no health impact, 
insofar as it is by definition interacting with the neural circuitry of its human 
host. While some advanced devices might theoretically be able, for example, 
to remotely detect and interpret a human beingǯs cognitive activity simply by 
relying on the passive capture of radiation or other phenomena naturally 
emitted by the personǯs brain – and thus allow the person to control some 
remote robotic system through thought alone – such a device would not be 
considered a Ǯneuroprosthetic deviceǯ according to the definition of this text, 
since it is not truly integrated into the neural circuitry of the personǯs brain 
or body in any substantive sense. 

Note that when a neuroprosthetic device possesses (or has the potential 
to demonstrate) a critical health impact, ensuring information security for 
the device and its host and user becomes even more important than usual. 
The greatest possible attention to information security must be shown by 
such a deviceǯs designer, manufacturer, operator, and host; such a device is 
likely to need extremely robust and stringent security controls that may not 
be necessary for devices with a lesser potential health impact. This obligation 
to ensure the highest possible degree of information security for neuropros-
theses with a (potentially) critical health impact will inform our discussions 
of many specific security practices and mechanisms throughout this text. 

                                                 
5 For the possibility that sensory neuroprostheses might be used to supply false data or infor-

mation to their hosts or users, see McGee, ǲBioelectronics and )mplanted Devicesǳ ȋͤ͜͜͞Ȍ, p. ͞͞͝. 
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)V. Lack of direct physical access to implanted systems 

Because of the risks and difficulties involved with surgical procedures, af-
ter a neuroprosthetic device has been implanted in its human host, infor-
mation security personnel working to protect that device and its host may 
never again enjoy the opportunity to physically inspect, manipulate, or oth-
erwise access the device; from that point forward, the only means of interact-
ing with the device may be through wireless communication6 (assuming that 
the device possesses such capabilities) or through action of the deviceǯs host 
(e.g., if the host has the ability to communicate with, influence, or control the 
device through acts of volition or other internal cognitive or biological pro-
cesses). On the one hand, such limitations in physical access may create chal-
lenges for InfoSec personnel: for example, it may be necessary to build into a 
device at the time of its creation and implantation security controls that will 
be powerful and adaptable enough to counteract threats that may not yet 
even exist and will be developed only years or decades after the deviceǯs im-
plantation. Moreover, some physical security controls that can be applied to 
conventional computers (such as the use of hardwired rather than wireless 
communication between devices) may be impossible to apply to an im-
planted device that exists beyond oneǯs grasp and direct physical control. On 
the other hand, the fact that a neuroprosthetic device has been implanted in 
a human host might also bring some security benefits (such as physical con-
cealment of the deviceǯs existence7) that are more difficult to implement in 
other kinds of information systems such as desktop computers. 

V. Requirements for ͙͘͘% availability 

From the perspective of information security, the information contained 
within particular information systems can be said to demonstrate availability 
if the ǲsystems work promptly and service is not denied to authorized users;ǳ8 
other information security experts have defined availability as ǲEnsuring 

                                                 
6 For an overview of information security issues relating to the wireless communication of IMDs 

such as body sensor networks (BSNs) – many of which are relevant for advanced neuroprosthet-

ics – see Ameen et al., ǲSecurity and Privacy Issues in Wireless Sensor Networks for Healthcare 

Applicationsǳ ȋ͜͜͞͝Ȍ. 
7 Regarding the role of physical concealment in the protection of information systems, see NIST 

Special Publication 800-53, Revision 4: Security and Privacy Controls for Federal Information Sys-

tems and Organizations (2013), pp. F–205-06. 
8 NIST Special Publication 800-33: Underlying Technical Models for Information Technology Secu-

rity (2001), p. 2. 
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timely and reliable access to and use of informationǳ9 or the ǲUsability of in-
formation for a purpose.ǳ10 These are the meanings of availability intended, 
for example, when the word is used as part of the CIA Triad of InfoSec objec-
tives. 

Other branches of computer science and information technology, how-
ever, use the word Ǯavailabilityǯ with an equally specific but somewhat differ-
ent meaning: in that alternative sense, an information systemǯs availability is 
a quantitative measure of how likely it is that the system will be operational 
(i.e., not out of service due to some hardware or software fault) at a given 
point in time. One can quantify a computerǯs reliability as the mean time to 

failure (MTTF), or the average length of time that a system will remain in con-
tinuous operation before experiencing its next failure,11 while the mean time 

to repair (MTTR) is the average length of time needed to detect and repair a 
failure after it has occurred and thereby return the system to operation. A 
computerǯs steady-state availability A can be defined as the likelihood that the 
system is operating at a particular moment; it is related to the systemǯs MTTF 
and MTTR by the equation:12 

 � = MTTFMTTF + MTTR 

 

A typical requirement for general-purpose commercial computer systems 
is that they demonstrate 99.99% availability over the course of a year.13 How-
ever, in the case of some neuroprosthetic devices, that level of availability 
could be wholly unacceptable, insofar as it would represent an average of 
roughly 53 minutes of downtime over the course of a year. With some kinds 
of advanced neuroprosthetic devices that regulate critical circulatory or res-
piratory functions within their hostǯs body, the impact of a device ceasing to 
operate for a period of 53 consecutive minutes could prove fatal to its human 
host. On the other hand, for other kinds of devices, a period of 53 consecutive 
minutes in which the device was nonfunctional might not be particularly 
harmful – especially if the outage took place as part of a scheduled repair 

                                                 
9 44 U.S.C., Sec. 3542, cited in NIST Special Publication 800-37, Revision 1: Guide for Applying the 
Risk Management Framework to Federal Information Systems: A Security Life Cycle Approach 
(2010), p. B–2. 
10 See Parker, ǲToward a New Framework for )nformation Securityǳ (2002), p. 124. 
11 See Grottke et al., ǲTen fallacies of availability and reliability analysisǳ ȋͤ͜͜͞Ȍ, as discussed in 
Gladden, ǲA Fractal Measure for Comparing the Work Effort of (uman and Artificial Agents 
Performing Management Functionsǳ ȋ͜͞͝͠Ȍ, from which this section on availability is adapted. 
12 See Grottke et al. (2008). 
13 See Gunther, ǲTime—the zeroth performance metricǳ ȋ͜͜͞͡Ȍ. 
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process and a medical support team was ready to monitor and treat the de-
viceǯs host during that period, or if the host possessed a reliable backup sys-
tem that he or she could easily activate during the one hour a year when the 
primary device typically became nonfunctional. 

For some kinds of neuroprosthetic devices, a single long outage once per 
year might be less harmful than many frequent outages of shorter duration. 
For example, a system that freezes up and becomes nonfunctional for one 
millisecond out of every 10 seconds would also demonstrate roughly 99.99% 
availability. If such a neuroprosthetic device serves as the controller of a com-
plex device network in which it receives data from and coordinates the ac-
tions of a number of other implanted devices regulating its hostǯs core bio-
logical functions, such frequent outages could potentially impair the work of 
the entire system – especially if the system needs a couple of seconds to con-
firm the systemǯs integrity and regain full operational capacity after each mil-
lisecond outage. 

The question of how much time is needed to fully recover complete oper-
ational capacity by a system whose outage has already ended and which is 
already nominally functional raises another question relating to availability. 
In the sense just described here, availability has traditionally been under-
stood in a binary manner: a system is either Ǯupǯ or Ǯdown,ǯ with no possible 
intermediate states. While the binary definition of availability is conceptually 
elegant and results in an equation that is easy to apply, it completely fails to 
capture many of the difficult realities with which IT professionals must often 
grapple. For example, if a hardware failure, software configuration error, or 
denial of service attack dramatically impacts an organizationǯs information 
system and reduces its performance to only 0.5% of its normal processing 
speed and capacity, the lived experience of many people in the organization 
may be that the system is experiencing a catastrophic outage and is wholly 
nonfunctional. However, according to the technical definition of availability 
just given, one would say that the system has not Ǯfailed,ǯ because it has not 
failed completely; although the systemǯs performance has been dramatically 
degraded, the system is still operational and functional – simply at a reduced 
level of speed and capacity. In order to address such limitations with the bi-
nary definition of availability, Rossebeø et al. argue that a more sophisticated 
measure for availability is needed that takes into account qualitative aspects 
of a systemǯs performance and which recognizes a range of intermediate qual-
itative states between simply Ǯupǯ and Ǯdown.ǯ14 This is especially true for many 
kinds of advanced neuroprosthetic devices. 

                                                 
14 See Rossebeø et al., ǲA conceptual model for service availabilityǳ ȋ͜͜͢͞Ȍ. 
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For example, imagine that a high-resolution artificial eye provides its host 
with output sense data corresponding to a field of vision consisting of five 
million pixels; that is arguably roughly comparable to the resolution offered 
by a natural human eye.15 When functioning at such a level, one could say 
that the system is fully operational and that both the information system 
ȋconstituted by the artificial eyeȌ and the systemǯs information (constituted 
by raw sense data from the external environment that has been processed by 
the device and outputted to its human host) are available. However, during 
moments of especially high demand on the deviceǯs internal processor ȋe.g., 
when it is performing a major diagnostic operation or undergoing a software 
upgrade), the field of vision provided by the deviceǯs output data degrades to 
perhaps, say, only 5,000 total pixels. Although this would represent a dra-
matic 99.9% reduction in performance (as measured by resolution), it would 
still be sufficient to allow the deviceǯs host to carry out such tasks as navi-
gating around a room, recognizing faces, or reading text on a computer 
screen.16 If one were restricted to a binary definition of availability, one would 
need to say that the information system and its information were both Ǯavail-
able,ǯ because the system was indeed functioning and making information 
available, if only to a limited degree. 

Imagine further that a major sensor component within the artificial eye 
fails and the device switches instantaneously to a rudimentary backup sensor 
of quite limited capacity: as a result, the output data produced by the device 
represents a visual field of only 64 total pixels. Such limited visual data would 
likely be insufficient to give the deviceǯs host the ability to perform even basic 
tasks such as navigating visually around a room or recognizing a particular 
face. In this situation, a binary measure of availability would tell us that the 
information system and information are still available: the device, after all, is 
functioning and providing its human host a constant stream of data that rep-
resents (in a very limited fashion) the raw sense data received from the exter-
nal environment. However, from the perspective of information security it 
would be difficult to say without qualification that the information system 
and its information were Ǯavailableǯ in the sense envisioned by the CIA Triad. 
If an adversary had launched a cyberattack and gained unauthorized access 
to the artificial eye in an effort to steal visual information that reveals where 
the deviceǯs host is and what he or she is doing, the adversary would likely 
                                                 
15 The question of the human eyeǯs Ǯresolutionǯ is quite complicated. While an eye contains many 
more than one million sensors (i.e., individual rods and cones), there are only about one million 
output neurons (in the form of ganglion cells) that transmit data from the eye to the brain, and 
roughly half of the data comes from the tiny fovea, or focal point at the center of the field of 
vision in which the eye provides sharp central vision. See Linsenmeier, ǲRetinal Bioengineeringǳ 
(2005), for a discussion of some such issues. 
16 See Weiland et al., ǲRetinal Prosthesisǳ ȋ͜͜͞͡Ȍ, and Viola & Patrinos, ǲA Neuroprosthesis for 
Restoring Sightǳ ȋͣ͜͜͞Ȍ. 
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not feel satisfied with gaining access to a display of 64 pixels that contains no 
practically interpretable, useful information about the hostǯs external envi-
ronment or activities.  

When considering Ǯavailabilityǯ in its sense of the functionality or opera-
tionality of an information system, one must thus carefully consider whether 
the measure should be defined in a binary manner in which Ǯavailabilityǯ sig-
nifies any non-zero level of functionality; whether the measure should be de-
fined in a binary manner in which Ǯavailabilityǯ signifies a level of functionality 
greater than some particular specified non-zero threshold; or whether a non-
binary, multivalent understanding of availability is more appropriate. For cer-
tain kinds of neuroprostheses with critical health impacts, simply setting and 
meeting a target like 99.99% or even 99.999% availability (the so-called Ǯfive 
ninesǯ level of availability, equivalent to roughly five minutes of downtime per 
year) may not be sufficient, as such periods of downtime could be harmful or 
even fatal to the devicesǯ human host. For some kinds of devices, the only 
target that is acceptable from a legal and ethical perspective may be that of 
100% availability – even if it is known in advance that this may be unattaina-
ble, due to circumstances beyond the control of a deviceǯs designer, manu-
facturer, operator, or host.17 

V). The need for rigorous security vs. the need for instant 
emergency access 

The fact that advanced neuroprosthetic devices are integrated into the 
neural circuitry of their human host creates a unique information security 
challenge – and potentially a dilemma – for the developers of such technolo-
gies. 

A. The need to protect a device from unauthorized parties 

On the one hand, a neuroprosthetic device ought to be better secured 
against computer viruses and unauthorized access than, say, its hostǯs laptop 
computer or smartphone. After all, if a personǯs smartphone is compromised, 
it could potentially result in inconvenience, financial loss, identity theft, the 
disclosure of sensitive and embarrassing information, and potentially even 
legal liability for that person – but it is unlikely to have a direct critical impact 

                                                 
17 The (presumably unachievable) goal of 100% availability is related to the concept of a Ǯzero-day 
vulnerabilityǯ in information security, in which software or hardware developers must work as 
quickly as possible to develop a patch or fix for an uncorrected flaw. While it is known that some 
time will be required to repair the flaw, InfoSec practitioners must work to do so as quickly as 
possible; the longer the delay in patching the flaw, the more likely that the vulnerability will be 
exploited and cause harm to device hosts and users. 
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on the personǯs physical health. )f a personǯs neuroprosthetic device is com-
promised, though, this might not only allow an adversary to steal sensitive 
medical data and information about the personǯs cognitive activity ȋpoten-
tially even including the contents of sensory experiences, memories, voli-
tions, fears, or dreams); it might also – through the deviceǯs impact on the 
personǯs natural neural networks – have the effect of rendering damaged, un-
trustworthy, or inaccessible the information stored within the hostǯs natural 
biological systems, including the brainǯs memory-storage mechanisms.18 The 
potential impact of the intentional manipulation or accidental corruption of 
a neuroprosthetic device could be potentially catastrophic for the physical 
and psychological health of its human host; this suggests that access to such 
a device should be limited to the smallest possible number of human agents 
who are critical to its successful functioning, such as the deviceǯs human host 
and – if a different person – its primary human operator. 

B. The need to grant emergency device access to outside parties 

On the other hand, though, there are reasons why restricting access to a 
neuroprosthesis too severely might also result in significant harm to the de-
viceǯs host. For example, imagine that the human host of a neuroprosthetic 
device has been involved in a serious accident or is unexpectedly experienc-
ing an acute and life-threatening medical incident. In this case, emergency 
medical personnel on the scene may need to gain immediate access to the 
neuroprosthetic device and exercise unfettered control over its functionality 
in order to save the life of its host.19 The same mechanisms that make it diffi-
cult for a cybercriminal to break into the neuroprosthetic device – such as 
proprietary security software, file encryption, and a lack of physically acces-
sible I/O ports – would also make it difficult or impossible for emergency 
medical personnel to break into the device. In principle, government regula-
tors could require (or the manufacturers of neuroprosthetic devices could 
voluntarily institute) mechanisms that allow such devices to be accessed by 
individuals presenting certain credentials that identify them as certified 
emergency medical personnel who are trained in the use of such technolo-
gies,20 or neuroprosthetic devices could be designed to temporarily disable 

                                                 
18 For the possibility that an adversary might use a compromised neuroprosthetic device in order 
to alter, disrupt, or manipulate the memories of its host, see Denning et al., ǲNeurosecurity: Se-
curity and Privacy for Neural Devicesǳ ȋͥ͜͜͞Ȍ. 
19 See Clark & Fu, ǲRecent Results in Computer Security for Medical Devicesǳ ȋ͜͞͝͞Ȍ; Rotter & 
Gasson, ǲ)mplantable Medical Devices: Privacy and Security Concernsǳ ȋ͜͞͝͞Ȍ; and (alperin et 
al., ǲSecurity and privacy for implantable medical devicesǳ ȋͤ͜͜͞Ȍ – all of whom who make this 
point regarding IMDs. Halperin et al., especially, consider this question in detail. 
20 For a discussion of such certificate schemes and related topics, see, for example, Cho & Lee, 
ǲBiometric Based Secure Communications without Pre-Deployed Key for Biosensor Implanted in 
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some of their security controls if they detect that their host is experiencing a 
medical emergency.21 However, such mechanisms themselves create security 
vulnerabilities that could potentially be exploited by an adversary who is 
highly motivated to gain access to the information contained in a neuropros-
thetic device or its human host. 

C. Proposed methods for balancing these competing demands 

Ideally, a neuroprosthetic device (and especially one with a critical health 
impact for its host) would be utterly impervious to all attacks and impenetra-
ble to any adversaries attempting to gain unauthorized access – but would 
instantaneously grant full access and place itself at the disposal of any trained 
and well-intentioned individual who, in time of need, was attempting to use 
the device to save its human hostǯs life. )n reality, it is difficult to design a 
device that simultaneously fulfills both of these visions, and trade-offs need 
to be made. The priorities that a particular host adopts for his or her neuro-
prosthetic deviceǯs information security plan may partly depend on what the 
host considers to be more likely: that that a corporate espionage agent or cy-
bercriminal will someday attempt to break into his or her neuroprosthesis in 
order to steal the personǯs memories or arrange the personǯs death, or that an 
emergency medical technician will someday need to break into the device 
and override its programmed functioning in order to deliver life-saving med-
ical treatment or prevent the host from suffering some grave neurological 
damage. 

Hansen and Hansen note that the controls and countermeasures designed 
to protect implantable medical devices from unauthorized access while sim-
ultaneously ensuring that authorized parties (such as emergency medical per-
sonnel) receive access typically take one of three forms, as either detective, 
protective, or corrective countermeasures. For example, a security control that 
alerts a deviceǯs human host to a series of unsuccessful logon attempts would 
be detective, one that blocks wireless transmissions from reaching an im-
planted device would be protective, and one that allows compromised data 
within the deviceǯs internal memory to be replaced by backup data from an 
external system would be corrective.22 Below we consider a number of specific 
controls and countermeasures that have been proposed to address the chal-
lenge of providing both rigorous protection for implanted devices and robust 
emergency access for authorized personnel. While some of these approaches 

                                                 

Body Sensor Networksǳ ȋ͜͞͝͞Ȍ, and Freudenthal et al., ǲPractical techniques for limiting disclo-
sure of RF-equipped medical devicesǳ ȋͣ͜͜͞Ȍ. 
21 Regarding the ability of IMDs to detect a medical emergency that is being experienced by their 
human host, see Denning et al., ǲPatients, pacemakers, and implantable defibrillators: (uman 
values and security for wireless implantable medical devicesǳ ȋ͜͜͞͝Ȍ, pp. ͥ͞͝-22. 
22 See (ansen & (ansen, ǲA Taxonomy of Vulnerabilities in )mplantable Medical Devicesǳ ȋ͜͜͞͝Ȍ. 
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may not be relevant for all kinds of neuroprostheses (especially devices that 
operate outside of their hostǯs bodyȌ, many of the approaches are relevant for 
implantable neuroprosthetic devices, and they offer an excellent starting 
point for considering issues of emergency access for neuroprosthetic devices 
more broadly. 

͙. Certificate schemes and predeployed keys managed by device manufacturers 
or operators 

One approach to addressing this challenge involves the creation of a cen-
trally managed worldwide certification scheme that would be administered 
either by a deviceǯs manufacturer or operator. At the time of its manufacture 
or implantation, a pre-configured backdoor key can be installed in the oper-
ating system of an )MD; the backdoor key can be maintained by the deviceǯs 
manufacturer or operator in a cloud-based system that can be accessed glob-
ally through the )nternet by medical personnel who are treating the deviceǯs 
host during the course of a medical emergency.23 

However, this model demonstrates significant limitations and disad-
vantages. Hei and Du note that this Ǯcertificateǯ approach would fail in cases 
where the medical emergency (and treatment) were occurring in a location 
in which the personnel providing medical treatment did not have immediate 
Internet access (e.g., if an accident occurred in a remote wilderness area 
where wireless Internet access was absent or unreliable); moreover, they note 
that maintaining such a system of backdoor keys that are always accessible 
online would be complex and costly.24 

2. An external hardware token whose possession grants access to an implanted 
device 

Bergmasco et al. explore the use of hardware tokens such as a small USB 
token that can be inserted into a standard USB port as means of authenticat-
ing users of medical devices and information systems.25 External hardware 
tokens that utilize wireless technologies – such as an RFID tag worn or carried 
by the host of a neuroprosthetic device – could potentially be used by the 
implanted device to wirelessly authenticate its user; even technologies such 
as a USB token that require physical insertion of the token into the implanted 
device could conceivably be used for authentication if the implanted device 

                                                 
23 For a discussion of such matters, see, for example, Cho & Lee (2012) and Freudenthal et al. 
(2007). 
24 See (ei & Du, ǲBiometric-based two-level secure access control for implantable medical de-
vices during emergenciesǳ ȋ͜͞͝͝Ȍ. 
25 See Bergamasco et al., ǲMedical data protection with a new generation of hardware authenti-
cation tokensǳ ȋ͜͜͞͝Ȍ. That text does not specifically consider the case of implantable medical 
devices but instead considers access to medical devices and information systems more generally. 
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possesses a port, slot, or other component that is accessible from the exterior 
of its hostǯs body. Denning et al. describe a similar approach of Ǯproximity 
bootstrappingǯ in which emergency medical personnel who may come into 
contact with patients possessing implantable medical devices could be given 
a portable unit that can communicate with an IMD through sound waves or 
Ǯphysiological keyingǯ when brought into contact with the deviceǯs host to re-
quest access to the IMD.26 

Hei and Du note that such an external hardware token can be lost (thus 
denying emergency access to an authorized party who has misplaced his or 
her token) or stolen (thus potentially granting access to an unauthorized 
party who has stolen or found the device).27 We would also note that unless 
there is international regulation or extensive industry-wide (and even inter-
industry) collaboration between the manufacturers of diverse kinds of im-
plantable devices to agree on a single shared scheme for such tokens, the need 
for emergency personnel around the world to carry a bewildering array of 
tokens for different manufacturersǯ devices ȋand perhaps to test them all on 
every newly encountered patient in order to check whether any implanted 
devices might exist) could become unwieldy. On the other hand, if all device 
manufacturers were to utilize a single shared token system, this would give 
potential adversaries a lone attractive target on which to concentrate all of 
their efforts to compromise such devices. 

3. A cryptographic key stored on a host’s person 

One design for a security control is for wireless access to an implanted 
device to be secured using a cryptographic key (e.g., consisting of a string of 
characters) that must be possessed by any other implant or external device 
that wishes to access the implant. The cryptographic key – along with instruc-
tions to emergency medical personnel describing the nature of a hostǯs im-
planted device and how medical personnel should access and configure the 
device during particular kinds of medical situations – could then be displayed 
on a standard medical bracelet worn by the deviceǯs host, similar to the sort 
that is already commonly used by individuals to alert emergency medical per-
sonnel to the fact that, for example, they suffer from diabetes or asthma or 
possess a pacemaker. However, such bracelets are not extremely secure: they 
can potentially be lost or stolen, may actually alert adversaries to the presence 
of an implantable device that they otherwise would not have known about, 
and (depending on their design) could potentially allow an adversary to pho-

                                                 
26 See Denning et al. (2010), p. 922. 
27 See Hei & Du (2011). 
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tograph or otherwise obtain the information contained on the bracelet with-
out even directly contacting it.28 A card displaying the cryptographic key or 
password for an implanted device that is carried in the wallet of the deviceǯs 
human host29 is less visible to potential adversaries while still likely to be 
found by emergency medical personnel treating the host. 

Denning et al. and Schechter propose an access control method for im-
plantable medical devices that utilizes ultraviolet-ink tattoos.30 In this ap-
proach, an IMD is secured using a cryptographic key consisting of a string of 
characters. These characters can then be tattooed on the body of the deviceǯs 
host using a special ink that only becomes visible under ultraviolet light. 
Schechter notes that unlike a wearable accessory such as a bracelet that is 
used to store the cryptographic key, a tattoo cannot be lost or misplaced by a 
deviceǯs host; moreover, the existence of the tattoo is not readily apparent to 
potential adversaries, and if necessary the deviceǯs host could even prevent a 
suspected adversary from illuminating and reading the tattoo simply by ap-
plying sunscreen that sufficiently blocks ultraviolet light. In comparison to 
the use of a bracelet, one disadvantage of this approach is the fact that emer-
gency medical personnel would have no immediate indication that the tattoo 
exists; they would only know to search for a tattoo if they had some particular 
reason for suspecting that the human subject whom they were treating might 
possess an implantable device secured by such a cryptographic key. Moreo-
ver, emergency medical personnel might not always have the correct sort of 
UV light available. On the other hand, if the use of UV-ink tattoos for such 
purposes someday became widespread, then it could conceivably become a 
standard practice for medical personnel to carry such UV lights and check all 
patients for the presence of such tattoos. An alternative would be a traditional 
tattoo that is visible to the naked eye,31 which would be more likely to be no-
ticed by emergency personnel but would also be more likely to alert an ad-
versary to the existence of an implanted device and allow him or her to obtain 
the cryptographic key from the tattoo (e.g., since depending on its location 
on the hostǯs body it could potentially be photographed from a distanceȌ. 

Denning et al. note that the same sort of severe accident or injury that 
might require a deviceǯs host to receive emergency medical treatment might 
also damage or destroy the information contained in a tattoo or a medical 

                                                 
28 See (ansen & (ansen ȋ͜͜͞͝Ȍ and Schechter, ǲSecurity that is Meant to be Skin Deep: Using 
Ultraviolet Micropigmentation to Store Emergency-Access Keys for Implantable Medical De-
vicesǳ ȋ͜͜͞͝Ȍ. 
29 See Denning et al. (2010). 
30 See Denning et al. (2010) and Schechter (2010). 
31 See Hansen & Hansen (2010). 
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bracelet worn on the hostǯs person, thus creating a significant disadvantage 
for such approaches.32 

4. Access control based on ultrasonic proximity verification 

Rasmussen et al. propose a model of access control for implantable medi-
cal devices in emergency situations that relies on ultrasound technology to 
verify the physical proximity of an external system attempting to gain access 
to an IMD. Under normal circumstances, the IMD would require an external 
system to possess a shared cryptographic key in order to grant the external 
system access to the IMD; however if the IMD detects that its host is under-
going a medical emergency, it then shifts into an Ǯemergency modeǯ in which 
any external system is allowed to access the IMD, as long as it is within a 
certain predefined distance – with the distance gauged by measuring the time 
required for ultrasound communications to travel between the IMD and ex-
ternal system.33 

Hei and Du note that while relying on such ultrasound proximity detec-
tion as a primary security control would be inappropriate in normal everyday 
circumstances (as the control would only function successfully if it could be 
assumed that the deviceǯs host would typically recognize an approaching ad-
versary and prevent him or her from getting to close to the host), it could be 
appropriate for use in emergency circumstances; they also note that it could 
be difficult to integrate a sufficiently powerful and effective ultrasound re-
ceiver into some kinds of implantable devices.34 

͝. Physical radio frequency shielding of an implanted device 

Hansen and Hansen suggest that a simple means of securing IMDs against 
wireless RF attacks would be for a deviceǯs host to wear a shielded undershirt 
or shielded bandages applied to the skin that block or disrupt wireless com-
munications. They note that such electromagnetic shielding would be rela-
tively lightweight ȋthus not greatly inconveniencing the deviceǯs hostȌ and 
could easily be removed by emergency medical personnel who need to treat 
the host during a critical health situation.35 

Such an approach is not without disadvantages when applied to advanced 
neuroprosthetic devices. For many human hosts, being required to wear a 
special shielded undershirt or bandages wherever they go (e.g., while at the 

                                                 
32 See Denning et al. (2010), p. 920. 
33 See Rasmussen et al., ǲProximity-based access control for implantable medical devicesǳ ȋͥ͜͜͞Ȍ. 
Regarding the possibility of IMDs being able to detect a medical emergency that is being experi-
enced by their human host, see Denning et al., ǲPatients, pacemakers, and implantable defibril-
lators: (uman values and security for wireless implantable medical devicesǳ ȋ͜͜͞͝Ȍ, pp. ͥ͞͝-22. 
34 See Hei & Du (2011). 
35 See Hansen & Hansen (2010). 
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beach or taking a shower) may be an undesirable inconvenience in their daily 
life, and some hosts might choose to temporarily remove the shielding during 
such situations, leaving them vulnerable to attack. Moreover, those hosts 
whose neuroprosthetic devices are implanted in their brain would need to 
wear a shielded hat, wig, bandage, or other appliance on their heads at all 
times, which can be more awkward and inconvenient than wearing a shielded 
undershirt and may also serve to draw adversariesǯ attention to the fact that 
the person possesses a cranial neuroprosthetic device.36 Finally, such shield-
ing would potentially block not only wireless RF attacks created by adver-
saries but all wireless RF communications; this would be impractical and even 
dangerous to the hostǯs health and well-being if the implanted device requires 
periodic instructions communicated wirelessly from an external system in or-
der to operator correctly (or if an external system needs to receive periodic 
communications from the implanted device – e.g., containing real-time med-
ical data from the host – in order to correctly configure and apply medical 
treatments and ensure the hostǯs safety and healthȌ. )ndeed, in such cases, it 
would be imperative for a deviceǯs host to ensure that an adversary did not 
surreptitiously alter the hostǯs clothing or provide the host with clothing that 
includes shielding that would disrupt the proper functioning of the hostǯs 
neuroprosthetic devices. 

͞. Subcutaneous buttons that grant access to a device 

Hansen and Hansen also suggest the possibility of a subcutaneous button 
that is implanted beneath the surface of a hostǯs skin and which can be acti-
vated by pressing the hostǯs body at a particular location. When the button is 
pressed, the IMD temporarily enters a special programming mode that disa-
bles some of its security controls and allows the device to be remotely ac-
cessed and reprogrammed (e.g., through wireless transmissions) for a speci-
fied period of time.37 Hansen and Hansen note that such a button might be 
prone to being pressed accidentally, thus its location and nature would need 
to be carefully chosen in order to minimize such possibilities. 

We would argue that while perhaps not appropriate as a sole security con-
trol, such a mechanism might be more effectively used in conjunction with 
other security controls. For example, if one needed to both press the button 

                                                 
36 The Ǯtin foil hatǯ referenced within popular culture as a stereotypical tool used by paranoid 
individuals to protect themselves from telepathic attacks and mind control might thus – while 
not the most effective approach to neural defense – be an idea not entirely lacking in substance. 
For an analysis of the RF-shielding properties of such devices, see Rahimi et al., ǲOn the effec-
tiveness of aluminium foil helmets: An empirical studyǳ ȋ͜͜͞͡Ȍ. For a discussion of Ǯpsycho-
tronicsǯ in popular culture (as well as of supposed efforts on the part of military agencies to de-
velop technologies that could potentially be used for remote mind control), see Weinberger, 
ǲMind Gamesǳ ȋͣ͜͜͞Ȍ.  
37 See Hansen & Hansen (2010). 
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and possess a particular hardware token or remove shielding from the body 
in order to wirelessly access the implanted device, this would create greater 
security. Even including two different subcutaneous buttons in different parts 
of the body that need to be pressed simultaneously or within a certain win-
dow of time would increase security and reduce the likelihood of the deviceǯs 
wireless access controls being inadvertently disabled. 

Another design question to be considered is whether the existence and 
nature of a subcutaneous button should be visible to the naked eye, visible 
only with the aid of particular equipment (such as an ultraviolet lamp), or 
wholly undetectable to outside parties. Making a button less easily detectable 
would decrease the chances that an adversary would discover its existence, 
while perhaps also making it more difficult for emergency medical personnel 
to notice that the host possesses an implanted neuroprosthetic device and 
successfully access it. 

͟. An external unit maintaining the secured state of an implanted device 

Denning et al. propose a model in which the host of an implanted medical 
device carries a secondary, external device ȋwhich they call a ǮCloakerǯ) that 
controls the access that other external systems can gain to the implanted de-
vice. While they propose and consider several different variations on that 
theme, all of the cloaking approaches of this type share in common the fact 
that when the cloaking device is present, the implanted device can only be 
accessed by certain authorized parties; when the cloaking device is absent (or 
nonfunctional), the implanted device Ǯfails openǯ into a state in which the im-
plant responds to all access requests received from external systems. In the 
case of a medical emergency, medical personnel could access the implanted 
device simply by removing the cloaking device from the primary deviceǯs 
host.38 

The IMD could potentially determine whether or not the external cloaking 
device is present by sending an ǲAre you there?ǳ query to the cloaking device 
every time that some external system attempts to access the IMD; however, 
Denning et al. note that this could expose the IMD to a denial of service attack 
in the form of a resource depletion attack that attempts to exhaust the )MDǯs 
battery simply by sending an unceasing series of access requests. Denning et 
al. thus suggest an alternative approach in which the )MD sends an ǲAre you 
there?ǳ query to the cloaking device at periodic, nondeterministic intervals 
set by the deviceǯs designer; the designer could choose intervals that are brief 
enough to ensure that the IMD will fail open quickly enough in the case of a 
medical emergency but not so brief that the )MDǯs battery will be exhausted 

                                                 
38 See Denning et al., ǲAbsence Makes the (eart Grow Fonder: New Directions for )mplantable 
Medical Device Securityǳ ȋͤ͜͜͞Ȍ. 
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through frequent queries. Denning et al. note that one challenge for this 
model is to deal effectively with the possibility that an adversary could jam 
the wireless communications between the IMD and cloaking device, thereby 
inducing the IMD to fail open into a nonsecure state in which the adversary 
can gain access to the implant. Another disadvantage is the fact that while 
the )MDǯs periodic ǲAre you there?ǳ queries to the cloaking device may not 
consume large amounts of power, they do place some drain on the unitǯs 
power supply, which – as for many implantable devices – may be quite limited 
and difficult to replenish. 

͠. An external gateway that jams communication with an implanted device 

Zheng et al. propose a model in which the host of an implanted device also 
wears or carries an external Ǯgatewayǯ device that controls access to the im-
plant. The gateway device not only jams wireless communication and blocks 
transmissions (e.g., from an adversary) from reaching the implanted device, 
but it also impersonates the implanted device and communicates with an ad-
versaryǯs system whenever it detects an adversary attempting to access the 
implant. Because all of the adversaryǯs access requests are being received and 
processed by the external gateway rather than the implant, it is not possible 
for the adversary to subject the implant to a resource depletion attack and 
exhaust its battery or otherwise disrupt its functioning by flooding the im-
plant with an unending series of access requests. In the case of a medical 
emergency, medical personnel who are treating the deviceǯs host need only 
locate and power off the external gateway device worn or carried by the host; 
as soon as the gateway has been disabled and its jamming and spoofing ac-
tivities have ceased, direct wireless access to the implanted will be possible.39 
In a sense, this model is similar to the ǮCloakerǯ approach proposed by Den-
ning et al.; however, it places no drain on the )MDǯs battery, since the )MD 
does not need to send periodic ǲAre you there?ǳ queries (or otherwise trans-
mit data to) the external component. It also eliminates the possibility that an 
adversary could impersonate the external cloaking device and send wireless 
signals to the IMD that force it to remain secured and inaccessible when the 
deviceǯs host is indeed undergoing a health emergency and medical personnel 
have removed the Ǯrealǯ cloaking device from the hostǯs person. 

9. Audible alerts to increase a host’s awareness of potential attacks 

Halperin et al. note that some IMDs generate an audible alert that their 
host can hear when the deviceǯs battery is nearly exhausted, and they recom-
mend that similar audible alerts be used as a supplemental security measure 

                                                 
39 See Zheng et al., ǲA Non-key based security scheme supporting emergency treatment of wire-
less implantsǳ ȋ͜͞͝͠Ȍ. 
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for IMDs: if a device detects suspicious activity that may indicate an attack 
(such as a series of unsuccessful attempts by a wireless user to access the de-
vice), the device could generate an audible alert that its human host would 
hear.40 Halperin et al. note that while such an alert would not in itself directly 
block an ongoing attack against the device, the fact that the deviceǯs host has 
been alerted to the possibility of an ongoing attack means that the host could 
then take specific actions ȋe.g., as previously instructed by the deviceǯs oper-
ator) that would directly prevent or block an attack that was in progress. 

However, Hei and Du note that an audible alert might not be noticed by 
the deviceǯs host if he or she were in a noisy environment ȋnor, we might add, 
if the host were asleep); they also note that a mechanism for generating an 
audible alert consumes electrical power and thus cannot easily be incorpo-
rated directly into an implantable device itself, insofar as power is a limited 
and very precious commodity for many such devices.41 Halperin et al. propose 
to avoid such power constraints by implanting a secondary device whose sole 
purpose is to audibly alert its human host to attacks on the primary implanted 
device. They have developed an implantable prototype based on the Wireless 
Identification and Sensing Platform (WISP) that can harvest energy from an 
external power source in the form of a radio signal generated by a standard 
UHF RFID reader; in this way, the secondary WISP device places no demand 
on the power supply of the primary device implanted in the host.42 The WISP 
device uses a piezoelectric element to generate an audible beep if it detects 
certain kinds of RF activity (such as a series of wireless access requests from 
an external RFID reader) that could indicate an attempt by an adversary to 
access the primary implanted device. 

An alternative approach proposed by Halperin et al. similarly relies on the 
use of sound to make a deviceǯs host aware of a potential attack: they have 
developed a prototype implantable device that exchanges its symmetric cryp-
tographic key with an external system using sound waves that are audible to 
the deviceǯs host and detectable by an external system in close proximity to 
the hostǯs body but not detectible ȋe.g., to adversariesȌ at significant distances 
from the hostǯs body.43 )n this way, whenever the deviceǯs host hears the rele-
vant kind of sound generated by the implanted device, he or she knows that 
some external system has just submitted an access request to the implanted 
device and is receiving the cryptographic key. If that attempt is unauthorized, 
the host could potentially thwart it by moving away from that location and 
away from whatever external device was the source of the attack. 

                                                 
40 See Halperin et al. (2008), p. 37. 
41 See Hei & Du (2011), p. 2. 
42 See Halperin et al. (2008). 
43 See Halperin et al. (2008). 
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V)). Securing a neuroprosthetic device vs. securing a 
neurocybernetic host-device system 

A recurring theme throughout this text will be the distinction between 
ensuring information security for a neuroprosthetic device per se and ensur-
ing information security for the larger neurocybernetic system that includes 
both the device and its human host. When discussing information security 
for neuroprosthetic devices, one must be careful to clarify whether the goal 
and effect of a particular security control is to strengthen the security of in-
formation contained within the device or within the larger host-device sys-
tem. 

For example, imagine a human being who possesses an advanced cochlear 
implant that records all of the personǯs auditory experiences and can later 
Ǯplay backǯ any part of the recording internally through the personǯs cochlear 
nerve in a way that only he or she can hear, with the playback feature acti-
vated and controlled by acts of volition within the hostǯs mind.44 It may be 
the case that the cochlear implant possesses numerous security controls that 
make it almost impossible for an unauthorized party to directly access the 
information stored within it. Such controls might include, for example, an 
anti-tampering mechanism that destroys the deviceǯs internal memory if the 
deviceǯs physical casing is removed and a biometric control integrated into 
the deviceǯs processor that is based on the hostǯs unique cognitive patterns 
and which disables the playback feature if the device were to be transplanted 
into some other hostǯs body or physically connected to another computer. In 
this situation, one might say that all of the recorded auditory information 
stored on the deviceǯs internal memory is ȋalmostȌ completely secure from 
access by any unauthorized party. But if we look not at the physical neuro-
prosthetic device itself but at the larger host-device system of which it is a 
component, we see that the information stored in the device is in fact highly 
unsecure: the deviceǯs host can play back recorded information ȋsuch as a 
conversation that he or she had overheard) in his or her mind through a sim-
ple act of will and then easily share that information with unauthorized par-
ties simply by repeating it aloud, writing it down, or answering partiesǯ ques-
tions about the information. 

The deviceǯs host might share such information with unauthorized parties 
accidentally and unintentionally (e.g., sharing information about a sensitive 
conversation without realizing that the person with whom the information 
was being shared is an unauthorized party), as an intentional action per-
formed by the host (e.g., sharing information from a damaging conversation 
in order to exact revenge on a disliked coworker), or under duress (e.g., as a 

                                                 
44 Regarding the possibility of such playback devices, see Merkel et al., ǲCentral Neural Prosthe-
sesǳ ȋͣ͜͜͞Ȍ, and Robinett, ǲThe consequences of fully understanding the brainǳ ȋ͜͜͞͞Ȍ. 
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result of severe threats, blackmail, or enticement offered by the unauthorized 
party). 

If the developers and operators of neuroprosthetic devices wish to maxi-
mally secure information contained within their devices, they must consider 
not only the characteristics and performance of a device as it exists in the 
abstract – physically and operationally separated from its human host – but 
also how the device functions when integrated into the neural circuitry of a 
particular human host. The host-device system may demonstrate unique cy-
bernetic characteristics (such as feedback loops and other relationships of 
communication and control) that are neither visible nor even extant when 
the device and its host are considered separately or are, in fact, disconnected 
from one another. 

Moreover, we will also extensively consider the possibility that an attack 
might be launched on a neuroprosthetic device by an adversary not for pur-
poses of compromising information stored within the device itself but for the 
ultimate purpose of compromising the security of information stored within 
the natural biological systems and cognitive processes of the deviceǯs host 
ȋe.g., within the hostǯs memory or conscious awarenessȌ – perhaps by under-
mining his or her health or safety. There is also a possibility that an adversary 
could render information stored on a neuroprosthetic device damaged, dis-
closed, or inaccessible not by directly attacking the device but by launching 
an attack (whether by biochemical, physical, psychological, or other means) 
against the deviceǯs human host. 

V))). The weakest link – now at the heart of an information system 

Human beings are considered to be the weakest link in any system of in-
formation security controls:45 not only can we make unintentional physical or 
mental errors in operating a system or be fooled by social engineering attacks, 
we can also potentially become corrupted through greed, jealousy, resent-
ment, lust, shame, pride, or ambition, and agree to take on an active and in-
tentional role in disabling or bypassing our organizationǯs security controls.46 

With some kinds of information systems – e.g., those that are housed in 
physically and electronically isolated environments; are managed by a small 
and carefully screened team of expert personnel; contain no information that 
is financially, politically, or personally sensitive; and, once activated, perform 

                                                 
45 See Sasse et al., ǲTransforming the Ǯweakest linkǯ—a human/computer interaction approach to 
usable and effective securityǳ ȋ͜͜͞͝Ȍ; Thonnard et al., ǲ)ndustrial Espionage and Targeted At-
tacks: Understanding the Characteristics of an Escalating Threatǳ ȋ͜͞͝͞Ȍ; and Rao & Nayak, The 
InfoSec Handbook (2014), pp. 307-23. 
46 For the possibility of insider threats, see Coles-Kemp & Theoharidou, ǲ)nsider Threat and )n-
formation Security Managementǳ ȋ͜͜͞͝Ȍ. 
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their tasks in an automated manner largely devoid of direct human interven-
tion or control – the opportunity for security vulnerabilities to be intention-
ally exploited by human adversaries or unintentionally trigged by human 
agents can be reduced to a relatively small level. With other kinds of systems 
that have a much higher exposure to human activity – such as systems that 
are physically housed in publically accessible or mobile locations; have hun-
dreds or thousands of individuals who possess privileged access to the system; 
and contain highly sensitive and valuable information that is provided, al-
tered, and deleted daily by millions of human users utilizing web-based in-
terfaces – the danger that a systemǯs information security will eventually be 
compromised by human agents acting intentionally or unintentionally can be 
much greater. 

It is easy to see that in the case of advanced neuroprosthetic devices, a 
system will always possess a large and crucial human element that cannot be 
eliminated: namely, the fact that the device is integrated into the neural cir-
cuitry of a human being. In this sense, a neuroprosthetic device inherently 
demonstrates a unique set of vulnerabilities that are found in no other sys-
tems, whether they be supercomputers, desktop computers, laptops, mobile 
or wearable devices, ubiquitous computing devices in smart homes or offices, 
web servers, automobiles, robotic manufacturing systems, communications 
satellites, video game systems, or any other computerized systems or devices. 

The human mind – with its emotions, cognitive biases, incomplete 
knowledge, uneasy mix of gullibility and suspicion, and unique values and 
motivations – forms a perilous and unpredictable element of any information 
system. And in the case of an advanced neuroprosthetic device, that mind is 
often permanently anchored at the very heart of the system, where it is re-
lentlessly active 24 hours a day in influencing and perhaps even controlling 
the functioning of the system – where it may be able to bring about some 
dramatic change in the contents of an information system or some tangible 
physical action in the world simply by means of an idle thought or volition or 
the recalling of a hazily outlined memory. 

Many kinds of advanced neuroprostheses take the most dangerous and 
weakest possible link and embed it irrevocably at the very core of an infor-
mation system which one nevertheless hopes to – somehow – make secure. 
Admittedly, this intimate connection between mind and machine can also 
possess its own unique advantages. The human mind tied to a neuropros-
thetic device can display human strengths such as flexibility, intuition, the 
ability to correlate vast and unrelated pieces of knowledge and experience, 
creativity, and even faith, hope, and love – characteristics that allow a human 
mind not only to detect threats that a machine may be unable to recognize 
but also to wisely discern those rare instances when bypassing, disabling, or 
ignoring a security control in some particular circumstance may actually be 
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the best (or only) way to ensure the information security of a system, individ-
ual, or organization. From the perspective of information security, integrat-
ing the neural circuitry of a human being and an electronic device can – for 
better or worse (or both) – bring with it not only the neurons and synapses 
of a human brain but also the intellectual, emotional, and even spiritual as-
pects of a human mind. 

)X. New kinds of information systems to be protected – or used in 
executing attacks 

Information security experts whose goal is to develop and implement 
mechanisms and procedures to ensure the information security of advanced 
neuroprosthetic devices and their corresponding host-device systems have a 
clear need to learn as much as possible about the capacities and uses of ad-
vanced neuroprosthetic devices. What may be less immediately obvious is 
that all InfoSec practitioners may need to develop at least some basic 
knowledge or awareness of the capacities and uses of advanced neuropros-
thetic devices, insofar as such technologies provide powerful new tools by 
means of which attacks against all kinds of information systems – whether 
laptop computers, web servers, smartphones, archives of printed documents, 
or even human minds – can be launched and executed by sufficiently skilled 
adversaries. 

Some adversaries may operate neuroprosthetic devices that are implanted 
in their own bodies. For example, a person could use an artificial eye to record 
secret video, an advanced cochlear implant to record conversations that are 
scarcely audible to a normal human ear, or an advanced virtual reality neuro-
prosthesis that allows him or her operate within cyberspace, sensing and ma-
nipulating it in a way that no unmodified human being could. Other adver-
saries might not host any neuroprosthetic devices within their own bodies, 
but they might be able to gain unauthorized access to neuroprosthetic de-
vices implanted in other human hosts. For example, an adversary who hacked 
into the artificial eye of a corporationǯs vice president might use the ongoing 
live video feed to gain access to a plethora of financially valuable business 
secrets that are displayed on the vice presidentǯs computer screen and are 
contained in a corporate computer system that is otherwise impossible to 
break into. An adversary could gain access to a secured facility not by tunnel-
ing into the building but by hacking into the human security guardǯs mnemo-
prosthetic implant and creating a false memory of the Ǯfactǯ that the adversary 
is a senior staff member at the facility and should be welcomed when he ar-
rives at the front door. 

In such ways, the use of advanced neuroprostheses within human societies 
will require not only the development of a specialized subfield of information 
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security dedicated to securing such devices and their host-device systems but 
also new approaches and responses across all of the other subfields of infor-
mation security, as they adapt to the existence of such new technological 
means for planning and executing attacks on information systems. 

X. New possibilities for biometrics 

Other researchers have suggested that one approach to creating implant-
able devices that are highly secure during normal circumstances but that 
grant open access during health emergencies is to take advantage of one of 
the unique strengths of implantable devices: namely, their ability to draw 
rich, real-time biometric data from their human host. Biometrics that have 
been used for purposes of authentication for information systems in general 
(but not necessarily implantable neuroprostheses in particular) include:47 

 Facial geometry 

 Ear geometry 

 Hand geometry (including vascular patterns) 

 Fingerprints 

 Palmprints 

 Retinal patterns 

 Iris patterns 

 Infrared thermograms of patterns of heat radiated from the face or 
hand 

 Signature and handwriting patterns 

 Keystroke and typing patterns 

 Gait and walking patterns 

 Vocal characteristics 

 Odor 

 DNA 

Many of these biometrics may be impractical if the designer of a neuropros-
thetic device is attempting to create a security control mechanism within the 
device to ensure that it is still located within and being operated by its in-
tended human host. For example, a memory implant located within its hostǯs 
brain has no direct means by which to observe the iris patterns or patterns of 
heat radiated from the hands of its human host. However, an implanted neu-
roprosthetic device could potentially utilize some such biometrics if it had 

                                                 
47 See Delac & Grgic, ǲA Survey of Biometric Recognition Methodsǳ ȋ͜͜͞͠Ȍ, and Rao & Nayak 
(2014), pp. 297-303. 
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access to relevant biological sensory systems within its host: for example, if a 
sufficiently sophisticated neuroprosthetic device implanted within its hostǯs 
brain had access to the optic nerve or visual cortex, it could conceivably con-
duct an iris scan by asking its host to stand in front of a mirror and look at 
the reflection of his or her own eyes. Instead of verifying that a neuroprosthe-
sis is still implanted in its intended host, some such biometrics could poten-
tially be used by a neuroprosthetic device to authenticate another individual 
ȋsuch as a maintenance technicianȌ who is not the deviceǯs host but who is an 
authorized user and who should be given access to the deviceǯs systems: for 
example, an individual who possesses a bidirectional robotic prosthetic arm 
could potentially authenticate that another person is an authorized user 
simply by shaking the personǯs hand and thus detecting the personǯs hand 
geometry through touch or through optical or thermal sensors embedded in 
the prosthetic handǯs palm or fingers. 

Beyond such general-purpose biometrics, a number of biometrics have 
been developed or considered especially for use with implantable medical de-
vices and are designed to take advantage of an implanted deviceǯs ability to 
directly access information about its hostǯs internal biological processes. Such 
biometrics include:48 

 Heart rate 

 Breathing rate 

 Blood glucose level 

 Hemoglobin level 

 Body temperature 

 Blood pressure 

Below we consider a number of biometrics and biometric systems that have 
been specifically proposed for or could conceivably be applied for use with 
advanced neuroprostheses. 

A. Fingerprint type, eye color, height, and iris pattern 

Hei and Du have proposed a biometric-based two-level security control to 
allow medical personnel to access implantable medical devices during an 
emergency. Prior to its implantation, a key is installed on an IMD that con-
tains information about the basic fingerprint type, eye color, and height of its 
human host along with a code representing the hostǯs iris pattern. When 
emergency medical personnel attempt to remotely access the IMD using their 
computer, the device will first ask the personnel to enter the hostǯs fingerprint 
type, eye color, and height, as an initial access control; the medical personnel 

                                                 
48 See Cho & Lee (2012), pp. 207-09. 
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can obtain all of this information by physically observing and manipulating 
the host, even if he or she is unconscious. As a more sophisticated control, 
the )MD then asks the medical personnel to take a photo of the hostǯs iris 
(e.g., with a smartphone); an algorithm uses the photo to generate a code 
representing the iris pattern, which is then compared against the hostǯs ref-
erence iris code stored on the IMD.49 

Hei and Du note that such an approach would fail to provide access to 
legitimate medical personnel, for example, in cases in which the hostǯs fin-
gerprints had been damaged due to a fire or other injury or in which the hostǯs 
body was trapped or positioned in such a way that the personnel could not 
photograph the hostǯs eyes. Another possible disadvantage of this approach 
is the fact that it is based on the presumption that authorized emergency 
medical practitioners are the only individuals who would have both the desire 
to access and control the hostǯs )MD and the ability to gather the necessary 
biometric data through direct physical interaction with the host. However, it 
seems possible that a sufficiently motivated adversary who wishes to gain un-
authorized access to the hostǯs )MD could potentially gather all of the needed 
biometric data simply by downloading high-quality images of the individual 
from the Internet.50 

B. The heartǯs interbeat interval 
Cho and Lee propose a model for secure communication among im-

planted biosensors or between an implanted biosensor and external system 
that uses the interbeat interval of the hostǯs heartbeat.51 The advantages of 
using that data source as a symmetric key for secure communications include 
the heartbeatǯs relatively high level of randomness ȋin comparison to some 
other potential biometricsȌ and the fact that the heartǯs interbeat interval can 
be detected by devices located throughout the hostǯs body using a variety of 
mechanisms (e.g., by registering electrical activity or blood pressure) and can 
also be detected on the external surface of the hostǯs body but cannot easily 
be detected by any adversary who does not have direct physical access to the 
host at that moment. 

C. Strings generated from real-time ECG signals 

Zheng et al. propose an ǲECG-based Secret Data Sharing ȋESDSȌ schemeǳ 
to secure information that is being transmitted from an implanted device to 
an external system. Before its transmission from the implanted device, data 

                                                 
49 See Hei & Du (2011). 
50 For an example of this sort of vulnerability and risk, see (ern, ǲ(acker fakes German minister's 
fingerprints using photos of her handsǳ ȋ͜͞͝͠Ȍ. 
51 See Cho & Lee (2012). 
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is encrypted by the device using a key based on current biological activity that 
generates ECG signals that the device registers and which an external ECG is 
also capable of recording. After the message has been transmitted, it can be 
decrypted by an external system that had been using its own external ECG 
unit to record the hostǯs activity at the same time and which can thus recon-
struct the key.52 

D. Gait and voice patterns 

Vildjiounaite et al. propose a noninvasive multimodal model for securing 
personal mobile devices such as smartphones53 that in principle could also be 
applied to implantable neuroprostheses. Their approach involves utilizing a 
deviceǯs built-in microphone and accelerometer to gather information about 
both the unique gait or walking patterns of the deviceǯs host along with 
unique characteristics of the hostǯs voice. After activation, the security pro-
gram enters a Ǯlearning modeǯ for a period of a few days, during which time it 
records and analyzes the hostǯs typical gait and voice patterns; if the device is 
able to establish suitably stable reference patterns, it then enters the Ǯbio-
metric authentication modeǯ in which it regularly compares the gait and voice 
patterns that it is currently detecting against the reference patterns stored 
within it and – assuming that the current patterns and reference patterns 
match –authenticates the deviceǯs host and provides ongoing access to ser-
vices.54 

E. Behavior changes 

Denning et al. note that one approach to securing implantable medical 
devices involves Ǯpatient behavior changes,ǯ in which the host of a device is 
asked to modify his or her behavior in some way as part of implementing a 
security control.55 The sense in which Denning et al. use the phrase is broad 
enough to include cases in which the hostǯs behavior change is the result or 
side-effect of a security control rather than the primary means by which the 
control is enforced. However, momentary Ǯbehavior changesǯ could also be 
used as a sort of security control to verify that a neuroprosthetic device was 
still being used by its intended human host. For example, a deviceǯs host 
might periodically receive a certain kind of signal from the device, such as a 
visual alert displayed in the hostǯs field of vision, an auditory alert produced 

                                                 
52 See Zheng et al., ǲSecuring wireless medical implants using an ECG-based secret data sharing 
schemeǳ ȋ͜͞͝͠Ȍ, and Zheng et al., ǲAn ECG-based secret data sharing scheme supporting emer-
gency treatment of )mplantable Medical Devicesǳ ȋ͜͞͝͠Ȍ. 
53 See Vildjiounaite et al., ǲUnobtrusive Multimodal Biometrics for Ensuring Privacy and )nfor-
mation Security with Personal Devicesǳ ȋ͜͜͢͞Ȍ. 
54 Vildjiounaite et al. (2006), p. 197. 
55 Denning et al. (2010) p. 919. 
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through stimulation of the auditory cortex that the host can hear but no ex-
ternal parties can detect, or a stimulation of the hostǯs proprioceptive system. 
After receiving the signal, the host then has a limited period of time in which 
to perform some particular (ideally inconspicuous) behavior that the im-
planted device can detect – such as blinking his or her eyes in a certain pat-
tern, making a certain sound, or moving his or her fingers in a particular way. 
)f the device detects the required behavior, it authenticates the deviceǯs host 
as an authorized party and allows ongoing access to the deviceǯs services for 
a particular period of time. 

F. Thoughts and memories 

One model of using a userǯs thoughts and memories as a biometric is pre-
sented by Thorpe et al. in their proposed mechanism for utilizing Ǯpass-
thoughts.ǯ In the simplest such approach, an authorized user memorizes a 
brief password, thereby storing it as a memory within his or her mind. When 
the user wishes to access a system, the system displays a random sequence of 
highlighted letters, and whenever the highlighted character happens to be 
the next character in the userǯs password, the userǯs brain generates a P͟͜͜ 
potential spike (or positive potential that occurs roughly 300 milliseconds af-
ter the notable event) that can be detected by the system using an EEG or 
other device. Thorpe et al. note that such a pass-thought need not involve a 
text string; it could alternatively involve the use of ǲpictures, music, video 
clips, or the touch of raised pin patternsǳ or anything else that a person is 
capable of remembering and which the system is capable of displaying or pre-
senting.56 (owever, at its heart such a Ǯpass-thoughtǯ mechanism is essentially 
based on the use of a password as traditionally understood; the main differ-
ence is that rather than typing the password on a keyboard or speaking it 
aloud, an authorized user Ǯentersǯ the components of the password through 
interaction with a brain-computer interface that utilizes a device such as an 
EEG. Such a system thus displays many similarities with traditional password-
based systems, insofar as an authorized user might forget his or her pass-
thought (e.g., if it had been a long time since the user had last attempted to 
access the system); similarly, a user could be issued a new temporary pass-
thought by a systemǯs administrator ȋe.g., by displaying the contents of the 
pass-thought on a screen and asking the user to remember it) and the user 
could change the pass-thought to something new of his or her own choosing. 

One can imagine other more sophisticated kinds of security controls 
based on cognitive processes such as thought and memory that are more ex-
otic and which from an operational perspective have less in common with 
traditional password-based systems. For example, the same word (e.g., Ǯhomeǯ 

                                                 
56 See Thorpe et al., ǲPass-thoughts: authenticating with our mindsǳ ȋ͜͜͞͡Ȍ. 
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or Ǯmotherǯ or Ǯcatǯ) or image (e.g., that of a wooded lake or a birthday cake) 
displayed to different individuals will generate different associations and the 
recall of different memories within each individualǯs mind because of the 
unique contents of each personǯs memories and life experience. The contents 
and internal interrelationships of such mental semantic networks could po-
tentially be used as a form of authentication that cannot easily be lost, stolen, 
or spoofed, insofar as they are not directly accessible to parties outside of the 
mind that possesses them, and a human being cannot adequately understand 
and describe the nature and contents of his or her mental semantic networks 
even if he or she were intentionally attempting to do so (e.g., because the 
person were being subjected to threats or blackmail). 

G. DNA 

The use of DNA for verifying the identity of individuals has traditionally 
been limited to forensic applications rather than biometric access control for 
information systems, due to the fact that technologies have not yet been de-
veloped allowing simple real-time analysis and matching of a DNA sample 
with a reference pattern; however if such technologies were to someday be 
developed, DNA could potentially prove to be the most reliable of all biomet-
rics (with some rare limitations, such as the case of identical twins whose 
DNA is indistinguishable).57 Because of the uniqueness of DNA and its poten-
tially high reliability as a biometric, some information security experts have 
suggested that it could someday be utilized as a biometric means for an im-
planted neuroprosthetic device to verify that it is operating within its in-
tended human host.58 

Spurred by ongoing advances in bionanotechnology, biomolecular com-
puting, and related fields, DNA could also someday be used as a biometric or 
authenticator in other ways. For example, in the case of a neuroprosthesis 
that is composed of synthetic biological materials, other implanted systems 
could analyze the deviceǯs DNA in order to verify its origins and authenticate 
it (e.g., by locating a particular sequence of DNA within the deviceǯs genetic 
material in order to confirm that the device was created by the intended au-
thorized manufacturer and was not an unauthorized growth or Ǯbiohackǯ that 
had somehow been cultivated within the deviceǯs host through an adversaryǯs 
introduction of engineered viruses, surgical nanorobots, or other unauthor-
ized agents). 

Multiple devices that have been implanted in the same host and which 
form a system could also potentially communicate with one another through 

                                                 
57 Delac & Grgic (2004), p. 188. 
58 For example, the question of whether this might be a feasible approach has been posed by 
Pająk ȋ͜͞͝͡Ȍ. 
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their production of different viruses or biological material that are released 
into the hostǯs bloodstream and travel between devices, e.g., utilizing the en-
gineered virusǯs DNA or RNA as a data-storage mechanism for transmitting 
messages between the implanted devices and allowing one device to verify 
that the other devices are still present and functioning within the hostǯs body. 
An electronic or biological neuroprosthetic device could also use DNA, for 
example, as a means of deploying and storing encryption keys for use in au-
thenticating or being authenticated by other systems.59 

(. Organismic continuity ȋor a continual Ǯliveness scanǯȌ 
Qureshi notes that some kinds of biometric traits can be spoofed by pre-

senting the biometric reader with an artificial construct of some sort that is 
not actually part of the authorized partyǯs living organism but which none-
theless manifests patterns that mimic those of the personǯs organism.60 Thus 
some kinds of fingerprint readers could potentially grant access to an adver-
sary if the adversary presented a silicon Ǯfingerǯ whose surface texture repli-
cated the fingerprint pattern of an authorized user, and some kinds of iris 
scanners could potentially be fooled if presented a high-quality photograph 
of an authorized userǯs iris. Qureshi notes that one way to prevent such spoof-
ing is to incorporate mechanisms for Ǯliveness detectionǯ which verify that the 
presented biometric is actually being generated by a living organism.  

For example, adding pulse and moisture detection capabilities to a finger-
print scanner can help the scanner to ensure that a presented biometric is 
being provided by a living finger and not a rubber replica, and an iris scanner 
could instruct its user to blink at certain moments, which induce predictable 
changes in the size of a living iris but not in a photographic replica.61 

While helpful, such liveness detection is not foolproof. Even if an adver-
sary were to possess sufficiently sophisticated genetic engineering and bioen-
gineering technologies, it would generally not be possible for an adversary to 
directly Ǯgrowǯ a living organ or body part capable of fooling a biometric scan-
ner: for example, it is not possible to generate a replica of a human beingǯs 
fingerprint or iris pattern simply by obtaining a sample of the personǯs DNA 
and attempting to culture a cloned finger or eyeball, since an individualǯs fin-
gerprints and iris patterns are shaped by many environmental factors beyond 
simple genetics. (owever, if the details of an authorized userǯs fingerprints 
or iris pattern were known, a living replica could perhaps be created through 

                                                 
59 For a discussion of the possibilities of using DNA as a mechanism for the storage of data, see 

Church et al., ǲNext-generation digital information storage in DNAǳ ȋ͜͞͝͞Ȍ. 
60 See Qureshi, ǲLiveness detection of biometric traitsǳ ȋ͜͞͝͝Ȍ. 
61 Qureshi (2011), pp. 294-95.  
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other means – such as using a combination of nanotechnology and biotech-
nology to sculpt, reshape, or otherwise reengineer the finger or iris of an un-
authorized living being so that its visible patterns sufficiently matched those 
of the authorized target. 

However, in principle the concept of liveness detection could be applied 
to prevent such attacks and ensure that an implanted neuroprosthetic device 
is not only being accessed by a living being who displays certain characteris-
tics but that it is being accessed by the same living being in whom it was orig-
inally implanted. For example, imagine that immediately upon its implanta-
tion in a human host, a neuroprosthetic device begins a continual, ongoing 
Ǯliveness scanǯ designed to ensure that the device is implanted in a living host 
– for example, by monitoring brain activity. Assuming that the process of 
scanning is reliable and uninterrupted, then as long as the scan has shown 
that from the moment of the deviceǯs implantation up to the present moment 
the monitored biological activity has continued without ceasing, then the de-
viceǯs software could be confident that the device is not only implanted within 
some living organism but within the organism of its original human host.62 

Such a biometric security control based on the detection of Ǯorganismic 
continuityǯ could be used, for example, to automatically disable – or delete 
the stored contents of – an implanted neuroprosthetic device upon the death 
of its human host or the cessation of particular brain activity within the host. 
Care would need to be given to the design of such systems to ensure that a 
neuroprosthetic device did not erroneously deactivate itself and cease to op-
erate in cases in which its host had, for example, suffered a heart attack or 
stroke or entered a coma when such a termination of functionality was not 
the intention of the deviceǯs designer, manufacturer, or operator. 

X). Nontraditional computing platforms: from biomolecular 
computing and neural networks to nanorobotic swarms 

When compared to conventional information systems such as desktop 
computers, laptops, and smartphones, an advanced neuroprosthetic device 
may be more likely to possess nonstandard, non-electronic components and 
to utilize nontraditional computing processes and formats. In the case of con-
ventional computers, there is a decades-long history of design ingenuity, trial, 
error, and consumer feedback that has generated a body of experience and 

                                                 
62 Such a model assumes that extracting the implant and transferring it to another living host 
could not be accomplished without at least a momentary break in the relevant biological activity 
recorded by the device; it also assumes that the deviceǯs design and structure are such that the 
recorded biological activity must actually be generated by biological activity occurring in biolog-
ical material directly adjacent to the device and not, for example, spoofed through a targeted 
wireless transmission of certain types of electromagnetic radiation. 
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best practices allowing the efficient development and manufacturing of very 
powerful devices that utilize technologies such as silicon-based microproces-
sors, nonvolatile memory based in magnetic discs or flash memory, and com-
puter programs constituting sets of instructions that can be loaded and exe-
cuted by a central processing unit. 

When developing new mass consumer electronics devices, it often makes 
more business sense for manufacturers to keep the cost and complexity of 
manufacturing processes at a minimum by designing devices that utilize well-
established computing technologies while simultaneously attempting to ad-
vance those computing technologies in a way that incrementally enhances 
existing performance and capacities. When designing a next-generation 
mass-market smartphone intended for consumer release next year, it would 
most likely be seen as an unnecessarily exotic (and practically and economi-
cally unfeasibleȌ approach for a manufacturer to attempt to build the deviceǯs 
internal computer on a platform utilizing biomolecular computing, quantum 
computing, or physical neural networks. 

Advanced neuroprosthetic devices, on the other hand, already inherently 
incorporate and rely on at least some highly Ǯexoticǯ and Ǯnonstandardǯ com-
puting components and processes, insofar as they must integrate both phys-
ically and operationally with the biological structures and neural circuitry of 
their human host. When considering information security for advanced neu-
roprosthetic devices, one cannot assume that a neuroprosthetic device will 
be a traditional computing device – with traditional kinds of components, 
architectures, memory systems, and ways of gathering and processing infor-
mation to generate actions and output – that has simply been implanted into 
the body of a human host. 

While some advanced neuroprostheses might indeed resemble a 
smartphone that has just been miniaturized and implanted in a human body, 
other neuroprosthetic devices might scarcely be recognizable as computers – 
or even technological devices. Neuroprostheses that perform the processing 
of information by means of a physical neural network might be partially or 
fully constructed from biological materials and may be integrated into the 
body of their host in a way that makes it difficult to discern – both structurally 
and operationally – where the host ends and the device begins. Information 
security might involve protecting a neuroprosthetic device not only against 
computer viruses but against biological viruses, as well. In order to avoid in-
vasive surgery that could damage a human hostǯs brain, other neuropros-
thetic devices might consist of a swarm of nanorobots that have been de-
signed to be capable of crossing the blood-brain barrier and which are intro-
duced into the hostǯs bloodstream and find their way to the correct location 
in the brain, where they work together to stimulate (or are stimulated by) the 
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brainǯs natural interneurons in particular ways, even while retaining their 
physically diffuse structure.63 

The possibility that neuroprosthetic devices might take such forms creates 
unique issues and considerations for information security. On the one hand, 
the use of nontraditional components, structures, and computing methods 
may render a neuroprosthetic device more secure, because common kinds of 
attacks that are often effective against conventional computers and infor-
mation systems may be ineffective or even wholly inapplicable in the case of 
neuroprosthetic devices. On the other hand, the use of nontraditional ele-
ments may mean that the designers, manufacturers, operators, and hosts of 
neuroprosthetic devices cannot rely on the vast body of information security 
knowledge and best practices that have been developed over decades for se-
curing conventional computer systems, because many of those information 
security strategies, mechanisms, and techniques may also be ineffective or 
inapplicable in the case of neuroprostheses. 

X)). Technology generating posthuman societies and posthuman 
concerns 

ǮPosthumanismǯ can be defined as a conceptual framework for under-
standing reality that is post-anthropocentric and post-dualistic; it views the 
Ǯnaturalǯ biological human being as traditionally understood as just one of 
many intelligent subjects acting within the worldǯs complex social ecosys-
tem.64 Some forms of posthumanism explore the historical ways in which our 
notion of typical human beings as the only members of society has been per-
petually challenged by the generation of cultural products like myths and lit-
erary works that feature quasi-human beings such as monsters, ghosts, an-
gels, anthropomorphic animals, cyborgs, and space aliens (or in other words, 
through processes of nontechnological posthumanization).65 Other forms of 

                                                 
63 See Al-(udhud, ǲOn Swarming Medical Nanorobotsǳ ȋ͜͞͝͞Ȍ. 
64 This definition builds on the definitions formulated by scholars of posthumanism such as Fer-
rando, Miller, Herbrechter, Miah, and Birnbacher. See Ferrando, ǲPosthumanism, Transhuman-
ism, Antihumanism, Metahumanism, and New Materialisms: Differences and Relationsǳ ȋ͜͟͞͝Ȍ, 
p. ͥ͞; Miller, ǲConclusion: Beyond the (uman: Ontogenesis, Technology, and the Posthuman in 
Kubrick and Clarkeǯs ͜͜͞͝ǳ ȋ͜͞͝͞Ȍ, p. ͢͝͠; (erbrechter, Posthumanism: A Critical Analysis (2013), 
pp. 2-͟; Miah, ǲA Critical History of Posthumanismǳ ȋͤ͜͜͞Ȍ, p. ͤ͟; and Birnbacher, ǲPosthuman-
ity, Transhumanism and Human Natureǳ ȋͤ͜͜͞Ȍ, p. ͜͝͠, as well as the typology of posthumanism 
formulated in Part One of Gladden, Sapient Circuits and Digitalized Flesh: The Organization as 
Locus of Technological Posthumanization (2016). 
65 Such forms of posthumanism include the critical and cultural posthumanism pioneered by 
(araway, (alberstam and Livingstone, (ayles, Badmington, and others. See, e.g., (araway, ǲA 
Manifesto for Cyborgs: Science, Technology, and Socialist Feminism in the 1980sǳ ȋͥͤ͝͡Ȍ; (ara-
way, Simians, Cyborgs, and Women: The Reinvention of Nature (1991); Posthuman Bodies, edited 
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posthumanism investigate the ways in which the circle of persons and intel-
ligent agents that constitute our social ecosystem is being transformed and 
expanded through the engineering of new kinds of entities such as human 
beings possessing neuroprosthetic implants, genetically modified human be-
ings, social robots, sentient networks, and other advanced forms of artificial 
intelligence (i.e., through processes of technological posthumanization).66 
The development of rigorous and insightful forms of posthumanist thought 
is becoming increasingly important, as society grapples with the ontological, 
ethical, legal, and cultural implications of emerging technologies that are 
generating new forms of posthumanized existence. 

Philosophers of technology have given much thought to the transforma-
tive effects that technology can play in the lives of human beings, either as a 
means of liberation and self-fulfillment or as a source of oppression and de-
humanization.67 Within the context of posthumanization, neuroprosthetic 
devices are expected to increasingly become gateways that allow their human 
hosts to more deeply experience, control, and be controlled by the structures 
and dynamics of such digital-physical ecosystems.68 Advanced neuroprosthe-
ses thus have the potential to reshape human psychological, social, and cul-
tural realities – and even challenge many popular notions of what it means to 
be Ǯhumanǯ – in ways greater and more powerful than those demonstrated by 
previous generations of technology. Already Ǯcyborg-cyborg interactionǯ is be-
coming a fundamental aspect of society,69 and genetic engineering may accel-
erate trends of Ǯcyborgizationǯ by further enhancing the ability of the human 

                                                 

by Halberstam & Livingstone (1995); Hayles, How We Became Posthuman: Virtual Bodies in Cy-
bernetics, Literature, and Informatics (1999); Graham, Representations of the Post/Human: Mon-
sters, Aliens and Others in Popular Culture ȋ͜͜͞͞Ȍ; Badmington, ǲCultural Studies and the 
Posthumanitiesǳ ȋ͜͜͢͞Ȍ; and (erbrechter ȋ͜͟͞͝Ȍ. 
66 Such forms of posthumanism include philosophical posthumanism, bioconservatism, and 
transhumanism, which are analyzed in Miah (2008), pp. 73-74, 79-82, and Ferrando (2013), p. 29. 
Such approaches can be seen, for example, in Fukuyama, Our Posthuman Future: Consequences 
of the Biotechnology Revolution ȋ͜͜͞͞Ȍ; Bostrom, ǲWhy I Want to Be a Posthuman When I Grow 
Upǳ ȋͤ͜͜͞Ȍ; and other texts in Medical Enhancement and Posthumanity, edited by Gordijn & 
Chadwick (2008). 
67 For a discussion of such questions in the context of human augmentation and neuroprosthet-
ics, see Abrams, ǲPragmatism, Artificial Intelligence, and Posthuman Bioethics: Shusterman, 
Rorty, Foucaultǳ ȋ͜͜͞͠Ȍ; Kraemer, ǲMe, Myself and My Brain )mplant: Deep Brain Stimulation 
Raises Questions of Personal Authenticity and Alienationǳ ȋ͜͞͝͝Ȍ; Erler, ǲDoes Memory Modifi-
cation Threaten Our Authenticity?ǳ ȋ͜͞͝͝Ȍ; Tamburrini, ǲBrain to Computer Communication: 
Ethical Perspectives on )nteraction Modelsǳ ȋͥ͜͜͞Ȍ; and Schermer, ǲThe Mind and the Machine. 
On the Conceptual and Moral Implications of Brain-Machine )nteractionǳ ȋͥ͜͜͞Ȍ. 
68 See Gladden, ǲNeural Implants as Gateways to Digital-Physical Ecosystems and Posthuman 
Socioeconomic Interactionǳ ȋ͜͢͞͝Ȍ. 
69 See Fleischmann, ǲSociotechnical Interaction and Cyborg–Cyborg Interaction: Transforming 
the Scale and Convergence of HCIǳ ȋͥ͜͜͞Ȍ. 
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body to interface at a structural level with implanted or external technologi-
cal systems. Posthumanizing neuroprosthetics will allow for increasingly in-
timate forms of communication that do not involve physical face-to-face in-
teraction but are instead mediated by technology, thereby facilitating the de-
velopment of new kinds of posthuman interpersonal relationships and social 
structures.70 In a sense, then, questions about the information security of ad-
vanced neuroprosthetic devices and host-device systems should be consid-
ered in a broader context relating to human societies and the human species: 
future posthumanizing neuroprostheses should be developed (or, if appro-
priate, not developed) in such a way that will ensure not only that individual 
personsǯ information security can be protected – but that a humanity and hu-
man species can continue to exist whose members are able to generate, use, 
and exchange information with confidence in its security. 

X))). (uman autonomy, authenticity, and consciousness: risk 
management and the possibility of ultimate loss 

Posthumanizing neuroprostheses thus force us to ponder the future exist-
ence and nature of humanity in a way that is elicited by other technologies 
such as nuclear weaponry or genetic engineering but is not found, for exam-
ple, with technologies such as desktop computers or even self-driving auto-
mobiles. Nevertheless, from the perspective of information security, the pri-
mary focus with regard to advanced neuroprosthetic devices is typically very 
much the technologyǯs impact on and use by particular human beings; and 
through their interaction with a human beingǯs neural circuitry, many ad-
vanced neuroprostheses have the potential to reshape and transform an indi-
vidual life in ways that are incredibly powerful – and can be either beneficial 
or harmful. 

One of the gravest (and most unique) concerns that an information secu-
rity professional must consider with regard to neuroprosthetic devices is the 
impact that they might have on the autonomy, authenticity, and conscious 
awareness of their human host.71 Researchers have found, for example, that 

                                                 
70 See Fleischmann ȋͥ͜͜͞Ȍ and Grodzinsky et al., ǲDeveloping Artificial Agents Worthy of Trust: 
ǮWould You Buy a Used Car from This Artificial Agent?ǯǳ (2011). 
71 For an exploration of the ways in which the implantation and use of advanced neuroprosthetic 
devices (and the accompanying process of Ǯcyborgizationǯ of the devicesǯ human hostsȌ can con-
tribute to a new form of personal identity for a host-device system that fuses both biological, 
cultural, and technological elements, see Kłoda-Staniecko, ǲJa, Cyborg. Trzy porządki, jeden byt. 
Podmiot jako fuzja biologii, kultury i technologiiǳ ȋ͜͞͝͡Ȍ. For a discussion of the significance of 
the physical boundaries of a human organism and the ways in which technologies such as im-
plantable neuroprostheses can impact cognitive processes and the ways in which a person is 
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some human beings who have utilized neuroprosthetic devices for deep brain 
stimulation in order to treat conditions such as Parkinsonǯs disease have re-
ported feelings of reduced autonomy and authenticity: some such individuals 
find it impossible to know any longer whether Ǯtheyǯ are actually the ones 
responsible for their thoughts, desires, emotions, and decisions, or whether 
these mental phenomena are being influenced, controlled, or even created by 
the electrodes firing deep within their brains.72 

It is possible to imagine a concrete outcome of the use of particular kinds 
of (poorly designed or implemented) neuroprosthetic devices which – from 
the perspective of their human hosts – would produce not only harm but the 
termination of their personal identity and annihilation of their existence as a 
human subject within the world. For example, a mnemoprosthetic implant 
that is designed to enhance its usersǯ memory capacities but which causes 
some of its users to enter a coma or vegetative state would be legally and 
ethically impermissible – not to mention being counterproductive from an 
information security perspective, insofar as it would render the information 
contained within such a userǯs mind unavailable even to that user himself or 
herself. 

Arguably, though, an even worse scenario would be that of a neuropros-
thetic device that permanently destroys the autonomy, consciousness, per-
sonal identity, continuity of sapient self-awareness, and metavolitionality (or 
conscience) of its human host – in other words, that obliterates the Ǯessenceǯ 
of what makes that person human – but that does so in such a way that this 
destruction is not detectable to other human beings. For example, consider 
an extremely sophisticated neuroprosthetic device consisting of a vast net-
work of nanorobotic components that occupy interstitial spaces within the 
brain and are designed to support the synaptic activity of individual neu-
rons.73 Imagine that – in a manner that may not be recognized or understood 

                                                 

understood as a moral subject or subject of experiences, see Buller, ǲNeurotechnology, )nvasive-
ness and the Extended Mindǳ ȋ͜͞͝͝Ȍ. For a philosophical analysis of the ways in which personal 
autonomy is threatened by brain-machine interfaces, see Lucivero & Tamburrini, ǲEthical Mon-
itoring of Brain-Machine )nterfacesǳ ȋͣ͜͜͞Ȍ. Questions of personal identity and authenticity are 
explored by Schermer (2009). 
72 See Kraemer (2011) and Van den Berg, ǲPieces of Me: On Identity and Information and Com-
munications Technology )mplantsǳ (2012). It should be noted that Kraemer observes that other 
users of neuroprostheses for deep bran stimulation have reported precisely the opposite experi-
ence: they feel as though the neuroprosthetic devices have restored their autonomy and given 
them increased authenticity as – for the first time in years – they are in control of their bodies 
once again. 
73 Such technologies have been proposed by some transhumanists as a possible path toward 
Ǯmind uploading.ǯ See Koene, ǲEmbracing Competitive Balance: The Case for Substrate-Inde-
pendent Minds and Whole Brain Emulationǳ ȋ͜͞͝͞Ȍ; Proudfoot, ǲSoftware )mmortals: Science or 
Faith?ǳ ȋ͜͞͝͞Ȍ; Pearce, ǲThe Biointelligence Explosionǳ ȋ͜͞͝͞Ȍ; (anson, ǲ)f uploads come first: The 
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even by the deviceǯs designers – this neuroprosthetic device does not actually 
Ǯsupportǯ the natural synaptic activity of the brainǯs biological neurons but 
instead controls or replaces it. The physical synaptic connections between 
neurons (and thus their communication) are disrupted and replaced by con-
nections between the nanorobotic Ǯpseudo-neurons.ǯ The personǯs physical 
body can still react to environmental stimuli, walk, smile, and even engage in 
meaningful conversations with family or friends – but in fact, the personǯs 
conscious awareness has been eliminated and the person has undergone a 
sort of Ǯbrain deathǯ; all of the outward physical activity is simply being or-
chestrated by the extremely sophisticated processes of the artificial neural 
network or computer program that controls the nanorobotic system and 
which causes it to stimulate particular motor neurons at a particular time in 
order to generated desired motor behaviors. )n effect, the personǯs body has 
become a sort of neurocybernetic Ǯzombie,ǯ a mindless puppet controlled by 
the puppeteer of the neuroprosthetic device.74 

There are some transhumanists (e.g., proponents of the idea of Ǯmind up-
loadingǯ) who might argue that such a device would not truly destroy the con-
sciousness or essence of its human host – and that even if it did, they would 
be willing and even eager to transform their own bodies through the use of 
such a device, insofar as it might provide a bridge that would allow them to 
Ǯtransferǯ their memories and patterns of mental activity into a robotic or 
computerized body that would essentially allow them, as they see it, to live 
forever. There may indeed be human beings who would be happy to imagine 
that at the cost of destroying their own embodied consciousness, a biome-
chanical automaton or robot could be created that would go about its activi-
ties in the world, replicating the habits and behaviors and continuing the so-
cial relationships of the individual who had served as its template, simulating 
that personǯs emotions and recreating his or her memories in the way that a 
video recording recreates some filmed event. But presumably most human 
beings would consider a neuroprosthetic device that destroys their embodied 
conscious awareness to be an absolutely impermissible – and, indeed, lethal 
– outcome, regardless of whatever other effects it might yield. 

A dilemma for information security professionals (and the designers and 
operators of neuroprosthetic devices) is that in principle it may sometimes 
be impossible to know what effect a neuroprosthesis is truly having on the 
cognitive processes – and especially, on the lived conscious experience – of 
its human host. If the human host of an experimental neuroprosthesis asserts 

                                                 

crack of a future dawnǳ ȋͥͥ͝͠Ȍ; and Moravec, Mind Children: The Future of Robot and Human 
Intelligence (1990), for a discussion of such issues from various perspectives. 
74 For a discussion of such possibilities, see Gladden, Neuroprosthetic Supersystems Architecture 
(2017), pp. 133-34. 
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that the implantation and activation of the device has in no way harmed or 
diminished his or her sapience and conscious awareness, this could mean that 
the device has indeed had no such effect – or that it has destroyed the hostǯs 
conscious awareness and agency, and the source behind that statement was 
not the human being but the agency of the neuroprosthetic device itself. It is 
also possible to imagine a situation in which the conscious awareness and 
autonomous agency of the human host might still exist – but no longer has 
the ability to control the motor systems of its body and alert the outside world 
to the fact that it is essentially Ǯtrappedǯ helplessly within a body whose sen-
sorimotor systems are now controlled by the neuroprosthesis.75 Although 
more sophisticated forms of neural scanning and imaging, computer simula-
tions of the effects of neuroprosthetic devices, research into artificial intelli-
gence, and philosophical thought experiments may be able to provide one 
with reasonable grounds for suspecting (or doubting) that such a situation is 
possible, it may be difficult to definitively exclude the possibility if there are 
no independent means for settling the question outside of internal conscious 
experience (or lack thereof) of a deviceǯs human host. 

However remote they might be, such possibilities create particular chal-
lenges for risk management, insofar as one must grapple with the danger of 
an occurrence whose probability of being realized appears quite small (but 
which, in fact, cannot be reliably determined) and whose nightmarish effect 
on a deviceǯs host would, if realized, be lethal – if not worse. While philoso-
phers and other researchers have begun to seriously debate such issues (es-
pecially with regard to the technological and ontological feasibility of mind 
uploading76), deeper exploration of such issues from metaphysical, psycho-
logical, ethical, legal, and even theological perspectives is required.77 

                                                 
75 In a sense, such an occurrence would be the (unfortunate) mirror opposite of those positive 

situations in which a neuroprosthetic device provides the only means of communication with 

the outside world for locked-in patients who are completely paralyzed yet fully conscious, in-

cluding those suffering from ALS, stroke, or traumatic brain injury. For a discussion of such pos-

itive cases, see Donchin & Arbel, ǲP͟͜͜ Based Brain Computer )nterfaces: A Progress Reportǳ 
(2009). 
76 See, e.g., Koene (2012); Proudfoot (2012); Pearce (2012); Hanson (1994); and Moravec (1990). 
77 For a discussion of many ethical issues relating to neuroprosthetics, see Iles, Neuroethics: De-

fining the Issues in Theory, Practice, and Policy (2006). For an explicit consideration of ethical 

issues in light of information security concerns (and the possibility that adversaries could poten-

tially wish to gain access to neuroprosthetic devices), see Denning et al. (2009). For theological 

and spiritual issues relating to neuroprosthetic devices, see Campbell et al., ǲThe Machine in the 
Body: Ethical and Religious )ssues in the Bodily )ncorporation of Mechanical Devicesǳ ȋͤ͜͜͞Ȍ. 
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X)V. The nexus of information security, medicine, biomedical 
engineering, neuroscience, and cybernetics 

One aspect of information security that is highlighted by our considera-
tion of advanced neuroprosthetic devices is the growing relationship of infor-
mation security to fields such as medicine, biomedical engineering, and neu-
roscience – and the importance that the knowledge developed in these fields 
will have for shaping the future of information security.78 

It is already the case that information security is a transdisciplinary field 
in which personnel must not only be experts in computer hardware and soft-
ware but must also have knowledge of fields such as psychology, finance, law, 
and ethics. However, the growing use of neuroprosthetic devices will mean 
that information security personnel will also need to possess at least basic 
knowledge about the biological and neuroscientific aspects of such devices. 
Some large organizations may even find it desirable and feasible to add to 
their information security teams physicians, neuroscientists, and biomedical 
engineers who can work with the other team members to ensure, for example, 
that any information security mechanisms or practices that the organization 
implements in relation to its employeesǯ neuroprosthetic devices do not re-
sult in biological or psychological harm to the employees. Such medical ex-
pertise would also be necessary in order for information security personnel 
to design safe and effective countermeasures that can be employed against 
adversaries who possess their own neuroprostheses and attempt to employ 
them to carry out acts of illicit surveillance or corporate espionage against the 
company. By employing a knowledge of biology, biomedical engineering, and 
neuroscience, an organizationǯs information security personnel could de-
velop security controls and countermeasures that neutralize such threats 
without causing biological or psychological injury to suspected adversaries 
for which the company and its information security personnel could poten-
tially be legally and ethically responsible and financially liable.79 

One challenge that arises in attempting to link information security with 
medicine is that the two fields utilize different vocabularies and conceptual 
frameworks: information security is grounded largely in the theoretical 
framework of computer science while medicine is rooted in that of biology 
and chemistry. In addressing this challenge, it may be helpful to build on the 

                                                 
78 For the increasingly inextricable connections between medical devices and information tech-
nology, see Gärtner, ǲCommunicating Medical Systems and Networksǳ ȋ͜͞͝͝Ȍ. 
79 For a related discussion of questions about the legality and ethicality of undertaking offensive 
countermeasures against botnets, see Leder et al., ǲProactive Botnet Countermeasures: An Of-
fensive Approachǳ ȋͥ͜͜͞Ȍ. 
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field of cybernetics, which was founded to provide precisely the sort of trans-
disciplinary theoretical framework and vocabulary that can be used to trans-
late insights between all of the fields that study patterns of communication 
and control – whether it be in machines, living organisms such as human be-
ings, or social systems.80  

Drawing on such diverse manifestations of cybernetics as biocybernetics, 
neurocybernetics, and management cybernetics, it may be possible to envi-
sion the human brain, its surrounding body, and any neuroprosthetic devices, 
implantable computers, and other internal or external technological systems 
that are integrated into the body as together forming a single physical Ǯshellǯ 
for the human mind connected with that body.81 The human brain, body, and 
technological devices together constitute a system that receives information 
from the external environment, processes, stores, and utilizes information 
circulating within the system, and transmits information to the external en-
vironment, thereby creating networks of communication and control. In such 
a model, information security experts, physicians, and biomedical engineers 
would thus share the single task of ensuring the secure, productive, and ef-
fective functioning of this entire information system that may contain both 
biological and electronic components – with that common goal only being 
achievable if all of the expert personnel involved succeed in fulfilling their 
unique individual roles. 

XV. Conclusion 

Thanks to decades of tireless labor by researchers and practitioners, there 
now exists a coherent body of knowledge and best practices relating to infor-
mation security for computerized information systems that is well-developed 
and battle-tested and which is being continually refined to deal with new 
kinds of threats. While those experts who will strive to provide information 
security for advanced neuroprostheses will be able to ground their efforts in 
the existing practice of InfoSec for computerized information systems, that 
general body of knowledge will, on its own, prove to be an inadequate source 
and guide for their efforts – because advanced neuroprosthetic devices are 
not simply computerized information systems. In many cases, an advanced 
neuroprosthetic device simultaneously possesses at least three different na-
tures; it combines in a single device (1) a computerized information system 
with (2) an implantable medical device and (3) a posthumanizing technology 
that has the potential to transform the mind of its human host and radically 
reshape its userǯs relationship with his or her own mind and body, with other 

                                                 
80 See Wiener, Cybernetics: Or Control and Communication in the Animal and the Machine (1961). 
81 Such a perspective might be understood as comprising a sort of Ǯcelyphocybernetics,ǯ from the 
Ancient Greek ɏέɐɚɛος, meaning Ǯshell,ǯ Ǯsheath,ǯ or Ǯpod.ǯ 
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human beings, with technological systems, and with the external environ-
ment as a whole. 

Taking into account all of the issues that we have considered earlier in this 
chapter, it becomes apparent that practices and mechanisms designed to pro-
tect the information security of generic computerized information systems 
are insufficient – if not irrelevant or, in some cases, even counterproductive 
– when it comes to protecting the information security of advanced neuro-
prosthetic devices and their host-device systems.82 As a result, many existing 
neuroprosthetic devices do not incorporate adequate security controls and 
do not sufficiently protect the privacy of their human hosts and users.83 

We would argue that in order to implement robust and effective ap-
proaches for advancing the information security of advanced neuroprosthe-
ses as information systems, medical devices, and transformative posthuman-
izing technologies, new conceptual frameworks will first need to be explicitly 
developed. Such frameworks include device ontologies that help one to identify 
and describe the relevant characteristics of a neuroprosthetic device in a sys-
tematic manner; typologies that use the ontologies to categorize different neu-
roprosthetic devices into groups that possess similar relevant characteristics; 
and neuroprosthetic security protocols that define specific device characteris-
tics and operational practices that should be implemented in particular cir-
cumstances, based on the needs of a deviceǯs host and operator and the 
broader context of the deviceǯs use ȋincluding legal, ethical, and organiza-
tional considerations). Several such conceptual frameworks are presented in 
the companion volume to this text, Neuroprosthetic Supersystems Architec-
ture: Considerations for the Design and Management of Neurocybernetically 
Augmented Organizations; another is presented in the following chapter. 
While these are designed primarily to address the unique circumstances of 
advanced neuroprostheses, they may also yield insights that can be adapted 
for promoting the information security of a broader array of future Ǯneuro-
techǯ and its human users. 

 

                                                 
82 Regarding, e.g., the need for new regulatory frameworks relating to implanted ICT devices, see 
Kosta & Bowman, ǲ)mplanting )mplications: Data Protection Challenges Arising from the Use of 
(uman )CT )mplantsǳ (2012). For an example of the complexities involved with determining 
which regulations and standards apply to which kinds of medical systems and devices, see Har-
rison, ǲ)ECͤ͜͜͜͝ and Future Ramifications for (ealth Systems Not Currently Classed as Medical 
Devicesǳ ȋ͜͜͞͝Ȍ. For the inadequacy of traditional information security frameworks as applied to 
e-healthcare in general, see Shoniregun et al., ǲ)ntroduction to E-Healthcare Information Secu-
rityǳ ȋ͜͜͞͝Ȍ. 
83 See Tadeusiewicz et al., ǲRestoring Function: Application Exemplars of Medical )CT )mplantsǳ 
(2012). 
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