
 

 

 

Chapter Six 

Preventive Security Controls for  

Neuroprosthetic Devices and Information Systems 

Abstract. This chapter explores the way in which standard preventive security controls 

(such as those described in NIST Special Publication 800-53) become more important, 

less relevant, or significantly altered in nature when applied to ensuring the information 

security of advanced neuroprosthetic devices and host-device systems. Controls are ad-

dressed using an SDLC framework whose stages are (1) supersystem planning; (2) de-

vice design and manufacture; (3) device deployment; (4) device operation; and (5) de-

vice disconnection, removal, and disposal. 

Preventive controls considered include those relating to security planning; risk assess-

ment and formulation of security requirements; personnel controls; information system 

architecture; device design principles; memory-related controls; cryptographic protec-

tions; device power and shutoff mechanisms; program execution protections; input 

controls; logical access control architecture; authentication mechanisms; session con-

trols; wireless and remote-access protections; backup capabilities; component protec-

tions; controls on external developers and suppliers; environmental protections; contin-

gency planning; system component inventory; selection of device recipients and au-

thorization of access; physical and logical hardening of the host-device system and su-

persystem; device initialization and configuration controls; account management; se-

curity awareness training; vulnerability analysis; operations security (OPSEC); control 

of device connections; media protections; exfiltration protections; maintenance; secu-

rity alerts; information retention; and media sanitization. 

 )ntroduction 

In this chapter, we review a wide range of standard preventive security 
controls for information systems and identify unique complications and sit-
uations that arise from the perspective of information security, biomedical 
engineering, organizational management, and ethics when such controls are 
applied to neuroprosthetic devices and larger information systems that in-
clude neuroprosthetic components. The text provides an application of and 
commentary on such security controls without providing a detailed explana-
tion of their workings; it thus assumes that the reader possesses at least a 
general familiarity with security controls. Readers who are not yet acquainted 
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with such controls may wish to consult a comprehensive catalog such as that 
found in NIST Special Publication 800-53, Revision 4, or ISO/IEC 27001:2013.1 

Approaches to categorizing security controls 

Some researchers categorize controls as either administrative (i.e., compris-
ing organizational policies and procedures), physical (e.g., created by physical 
barriers, security guards, or the physical isolation of a computer from any 
network connections), or logical (i.e., enforced through software or other 
computerized decision-making).2 Other sources have historically classified 
controls as either management, operational, or technical controls. In this vol-
ume, we follow the lead of texts such as NIST SP 800-53, which has removed 
from its security control catalog the explicit categorization of such measures 
as management, operational, or technical controls, due to the fact that many 
controls incorporate aspects of more than one category, and it would be ar-
bitrary to identify them with just a single category.3 Here we instead utilize a 
classification of such measures as preventive, detective, or corrective and com-

pensating controls. This chapter considers the first type of control, while the 
latter two types are investigated in the subsequent chapters. 

Role of security controls in the system development life cycle 

The preventive controls discussed in the following sections are organized 
according to the stage within the process of developing and deploying neu-
roprosthetic technologies when attention to a particular control becomes 
most relevant. These phases are reflected in a system development life cycle 
(SDLC) whose five stages are (1) supersystem planning; (2) device design and 
manufacture; (3) device deployment in the host-device system and broader 
supersystem; (4) device operation within the host-device system and super-
system; and (5) device disconnection, removal, and disposal.4 Many controls 
relate to more than one stage of the process: for example, the decision to de-
velop a particular control and the formulation of its basic purpose may be 
developed in one stage, while the details of the control are designed in a later 

                                                 
1 See NIST Special Publication 800-53, Revision 4: Security and Privacy Controls for Federal Infor-
mation Systems and Organizations (2013) and ISO/IEC 27001:2013, Information technology – Se-
curity techniques – Information security management systems – Requirements (2013). 
2 Rao & Nayak, The InfoSec Handbook (2014), pp. 66-69. 
3 See NIST SP 800-53 (2013). 
4 A four-stage SDLC for health care information systems is described in Wager et al., Health Care 
Information Systems: A Practical Approach for Health Care Management (2013), a four-stage 
SDLC for an open eHealth ecosystem in Benedict & Schlieter, Governance Guidelines for Digital 
Healthcare Ecosystems  (2015), pp. 236-37, and a generalized five-stage SDLC for information 
systems in NIST Special Publication 800-100: Information Security Handbook: A Guide for Man-
agers (2006), pp. 19-25. These are synthesized and applied to create a five-stage SDLC for infor-
mation systems incorporating brain-computer interfaces in Gladden, Managing the Ethical Di-
mensions of Brain-Computer Interfaces in eHealth: An SDLC-based Approach  . 
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stage and the control s mechanisms are implemented in yet another stage. 
Here we have attempted to locate a control in the SDLC stage in which deci-
sions or actions are undertaken that have the greatest impact on the success 
or failure of the given control. This stage-by-stage discussion of preventive 
controls begins below. 

SDLC stage : supersystem planning 
The first stage in the system development life cycle involves high-level 

planning of an implantable neuroprosthetic device s basic capacities and 
functional role, its relationship to its human host (with whom it creates a 
biocybernetic host-device system , and its role within the larger supersystem  
that comprises the organizational setting and broader environment within 
which the device and its host operate. The development of security controls 
in this stage of the SDLC typically involves a neuroprosthetically augmented 
information system s designer, manufacturer, and eventual institutional op-
erator. Such controls are considered below. 

A. Security planning 

. Centralized management of security planning 

In the case of neuroprostheses operated by organizations with relevant 
technical and managerial capacity, it is feasible to maintain a single coherent, 
organization-wide system for designing, implementing, and managing secu-
rity controls and processes.5 In the case of neuroprosthetic devices that are 
sold to the general public as consumer electronics devices, the host-device 
system constituted by an implanted device and its human host may not pos-
sess a single coherent, centrally-organized InfoSec approach but may instead 
reflect a patchwork of diverse and unrelated (and potentially contradictory) 
information security mechanisms and procedures developed by the device s 
manufacturer, its OS developer, the application developers of programs in-
stalled on the device, and the device s human host.6 

. Budgeting and allocation of financial resources 

When considering information security for neuroprosthetic devices, spe-
cial care must be given in the case of devices that will be permanently im-
planted and may reside within and interact with the biological systems and 

                                                 
5 NIST SP 800-53 (2013), p. F–144. 
6 See the device ontology in Chapter One of Gladden, Neuroprosthetic Supersystems Architecture 
(2017), and Gladden, Managing the Ethical Dimensions of Brain-Computer Interfaces in 
eHealth  , for a list of such relevant parties that can impact a neuroprosthetic device s in-
formation security, and see Chapter Five of this book for a discussion of the roles and responsi-
bilities of such parties.  
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cognitive processes of their human host for a period of years or decades – in 
order to ensure that a device s operator and in a case in which the operator 
might declare bankruptcy, otherwise become incapable of providing InfoSec 
services, or otherwise fail in its obligation to ensure the long-term safety and 
information security of the implanted device  the device s human host will be 
able to provide the resources needed to ensure the safe and secure long-term 
functioning of the device.7 

. Planning of the system development life cycle 

The system development life cycle8 for neuroprosthetic devices should 
take into account the fact that once a device has been implanted in a human 
host, the organization operating the device may lose control over some or all 
aspects of the operations and maintenance phase and, in particular, the dis-
posal phase for the device – insofar as it may not be legally, ethically, or prac-
tically feasible to carry out some kinds of activities (such as physically altering 
a device s integration with the neural circuitry of its human host or subjecting 
a device to removal or recall) without the host s consent. 

. Development of a system security plan 

Development of an effective system security plan9 for certain kinds of neu-
roprosthetic devices may be complicated by the fact that the human host in 
whom a device is implanted is either not aware of the device s existence or is 
not able – due to legal, ethical, or practical considerations – to participate 
constructively in execution of the system security plan. This may be the case, 
for example, in situations in which devices have been implanted in children, 
persons who are in a coma, or individuals who are otherwise incapacitated, 
as well as in the case of some devices used for military or intelligence-gather-
ing purposes in which a host s access to information about a device and its 
operations must be constrained. Significant questions relating to personal 
privacy, human autonomy, bioethics, and the ethics of technology arise in 
such situations that must be addressed.10 

. Formulation of an information security architecture to support the enterprise 
architecture 

An information security architecture is designed to describe in a clear and 
coherent manner the overall philosophy, requirements, and approach to be 
                                                 
7 Regarding the allocation of resources, see NIST SP 800-53 (2013), p. F–156. 
8 See NIST SP 800-53 (2013), p. F–157 for additional discussion of an SDLC in the context of infor-
mation security. 
9 NIST SP 800-53 (2013), pp. F–139-41. 
10 See Bowman et al., The Societal Reality of That Which Was Once Science Fiction  , for 
a discussion of some such issues. 
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taken with regard to protecting the confidentiality, integrity, and availability 
of organizational information  and to explain how the information security 
architecture is integrated into and supports the enterprise architecture. 11 For 
an advanced neuroprosthetic device, the information security architecture 
not only supports and is integrated into the overall enterprise architecture of 
the organization operating the device but must also incorporate (or, in effect, 
function as) the biomedical security architecture and cognitive and noetic 
security architecture of the human being in whom the device is implanted. 

. Formulation of a security concept of operations CONOPS  

An organization s security concept of operations or CONOPS  for an in-
formation system typically describes how the organization intends to oper-
ate the system from the perspective of information security; 12 any changes to 
the ongoing operations relating to the information system (and thus its CO-
NOPS) will eventually be reflected in an updated system security plan, infor-
mation security architecture, or other documents such as information secu-
rity specifications governing specifications for future hardware and software 
acquisitions, SDLC materials, and systems engineering materials.13 In the case 
of advanced neuroprostheses, the CONOPS may also draw on (and changes 
to the CONOPS may need to be reflected in): 

 Biomedical and bioengineering specifications that set operating parame-
ters that should be maintained within the biological organism of a 
device s human host in order to ensure its safe and effective function-
ing. 

 Biocybernetic system architecture documents that describe the pro-
cesses of communication and control within and between the device 
and its human host. 

 Cognitive and noetic security architecture plans which describe and dic-
tate the ways in which the privacy and autonomy of the mind of the 
device s human host and the mind s integral cognitive processes  
will be ensured. 

. Formalization of operations security OPSEC  practices and personnel 
Operations security or OPSEC  attempts to secure an organization s sen-

sitive information not directly through the development of access controls 
for the information itself but by ensuring more generally that the organiza-
tion s operations do not unnecessarily disclose information that could be 

                                                 
11 NIST SP 800-53 (2013), p. F–142. 
12 NIST SP 800-53 (2013), p. F–142. 
13 NIST SP 800-53 (2013), p. F–142. 
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used by adversaries to develop more effective means of attacking the organi-
zation and acquiring the sensitive information that they ultimately wish to 
obtain. OPSEC carries out its work through the i  identification of critical 
information (e.g., the security categorization process); (ii) analysis of threats; 
(iii) analysis of vulnerabilities; (iv) assessment of risks; and (v) the application 
of appropriate countermeasures. 14 

In the case of advanced neuroprosthetic devices, the mandate of OPSEC 
practices and personnel may also need to be broadened to include not only 
preventing the unnecessary disclosure of information about an organization s 
internal operations but also preventing the unnecessary disclosure of infor-
mation about the personal (non-organizational) activities of members of the 
organization who possess neuroprostheses, insofar as the sensitive organiza-
tional information contained in such devices could potentially be targeted 
through attacks that utilize avenues relating to members  private lives and 
activities.15 At the same time, traditional OPSEC objectives of limiting the dis-
semination of information about the existence, purpose, use, and context of 
information systems may sometimes conflict with the desires of neuropros-
thetic devices  human hosts, whom it may be legally and ethically difficult to 
prevent from disclosing information about their personal life and activities, 
should they desire to do so. 

B. Risk assessment and formulation of security requirements 

. Criticality analysis of devices and components 

In the case of an advanced neuroprosthetic devices, some device compo-
nents might be designated as critical16 not because they directly secure infor-
mation contained within a device but because they support the physical and 
psychological health and safety of the device s human host, thereby indirectly 
ensuring the security of information held within the natural cognitive pro-
cesses of the host s mind.17 

                                                 
14 See NIST SP 800-53 (2013), p. F–210, for a general description of OPSEC practices and personnel. 
15 See Chapter Three of this volume for a discussion of the ways in which a neuroprosthetic device 

is inextricably entangled with the larger host-device system in which it operates, through inte-

gration into the neural circuitry of its human host. 
16 NIST SP 800-53 (2013), p. F–174. 
17 See Chapter Three of this text for the need to secure both a device and its larger host-device 

system. For the way in which a neuroprosthesis might enhance the information security of its 

host by, e.g., counteracting the effects of degenerative neurological conditions affecting memory 

and cognition, see Gladden, Information Security Concerns as a Catalyst for the Development 

of Implantable Cognitive Neuroprostheses  . 
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. Security categorization of the system and its information 

For a neuroprosthetically augmented information system, security cate-
gorization18 includes classifying the system and its information not only in 
relation to requirements determined by laws, regulations, and organizational 
policies and ethical standards relating to computer equipment but also in ac-
cordance with those regulations and guidelines that apply to personal health 
information, implantable medical devices, surgical procedures, psychological 
diagnostic and therapeutic procedures, and other relevant fields.19 

. Threat modelling and vulnerability analysis 

In some cases, the ability of developers to perform effective threat model-
ing and vulnerability analysis20 for advanced neuroprosthetic devices (or their 
constituent components or software) that are under development may be im-
peded by the fact that a device s functional and operational characteristics do 
not become clear until it is implanted in a particular human host and inte-
grated with the host s neural circuitry, as a device may be largely passive in 
nature and its functional characteristics determined largely by the unique 
traits (e.g., memories, thoughts, or volitions) of the mind of its human host.21 

. Risk assessment 

A risk assessment should be carried out (and updated as needed) for an 
information system as a whole as well as for relevant component devices and 
particular uses of the system, in order to analyze the risk, including the like-
lihood and magnitude of harm, from the unauthorized access, use, disclosure, 
disruption, modification, or destruction of the information system and the 
information it processes, stores, or transmits. 22 Such assessments should 
identify both risks resulting from factors internal to the organization that will 

                                                 
18 NIST SP 800-53 (2013), p. F–151. 
19 For an overview of ethical issues with ICT implants – many of which are relevant for advanced 
neuroprosthetics – see (ildebrandt & Anrig, Ethical )mplications of )CT )mplants  . For 
ethical issues in information security more generally, see Brey, Ethical Aspects of )nformation 
Security and Privacy  . For regulatory issues, see Kosta & Bowman, )mplanting )mplica-
tions: Data Protection Challenges Arising from the Use of (uman )CT )mplants  ; McGee, 
Bioelectronics and )mplanted Devices  ; Mak, Ethical Values for E-Society: Information, 

Security and Privacy  ; McGrath & Scanaill, Regulations and Standards: Considerations for 
Sensor Technologies  ; and Shoniregun et al., )ntroduction to E-Healthcare Information 
Security  . 
20 NIST SP 800-53 (2013), p. F–175. 
21 See Chapter One of this text for a discussion of passive neuroprostheses and Chapter Three for 
a discussion of the classification of vulnerabilities and threats relating to advanced neuropros-
thetic devices. 
22 NIST SP 800-53 (2013), p. F–152. 
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operate the device and internal to the device itself as well as risks resulting 
from external factors or agents. 

In the case of advanced neuroprostheses, the risk assessment should not 
be limited to evaluating the potential impact of the unauthorized use or al-
teration of information contained within a device itself but also the impacts 
of the possible unauthorized use or alteration of information (such as mem-
ories or sense data) that are not contained within the physical components 
of the device but which are received, generated, transmitted, or stored by 
natural biological systems that belong to the device s human host and which 
are thus contained within the host-device system.23 

. Formulation of resource availability priorities and guarantees 

Priority protection24 may be utilized, for example, to ensure that a neuro-
prosthetic device s processes that control and enable the proper functioning 
of the respiratory and circulatory systems of its human host s body enjoy 
higher-priority access to the device s resources than processes that provide 
an augmented-reality enhancement to the user s vision that is useful but not 
critically necessary. Quotas25 may be utilized to ensure that a particular pro-
cess does not consume excessive resources, even when there is no other im-
mediate demand for the resources; the use of such quotas can help ensure 
that spare resources are available for instantaneous access should they be re-
quired by another process (particularly a high-priority one) which needs the 
resources immediately in order to execute some critical task or prevent harm 
to a device s host or user. 

. Defining security requirements for the acquisition process 

An organization s acquisition process for advanced neuroprostheses 
should not only define traditional functional, strength, and assurance re-
quirements26 relating to information security for a device itself but also for its 
larger host-device system. Goals for the host-device system also include pre-
serving the cognitive and noetic security, privacy, and autonomy of the de-
vice s human host. 

                                                 
23 See Chapter Three of this text for a discussion of information security for a device versus in-

formation security for its host-device system. 
24 NIST SP 800-53 (2013), p. F–187. 
25 NIST SP 800-53 (2013), p. F–187. 
26 Regarding the formulation of security requirements for the acquisition process, see NIST SP 

800-53 (2013), pp. F–158-60. 
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C. Personnel controls 

. Separation of duties 

Separation of duties27 may be difficult to implement in cases in which a 
single person is both the operator and host of a neuroprosthetic device, as 
well as potentially the developer of applications or other content for use by 
the device. (Indeed, for some kinds of passive neuroprostheses, the brain of a 
human host may also be providing the operating system  for a device.28) 

. Risk designations for positions 

For advanced neuroprosthetic systems, the risk designation for positions29 
must take into account not only the extent to which a position s occupant will 
be able to directly access information stored within a device and within the 
natural biological systems of the device s human host but also the extent to 
which the position s occupant can indirectly alter, damage, or destroy infor-
mation stored within the device or its host s biological systems by operating 
the device or interacting with its host in such a way that affects natural or 
artificial systems within the host s body that are not directly connected to the 
neuroprosthetic device but which can have an impact on the confidentiality, 
availability, or integrity of information stored within the device or its host. 
For example, the position of a technician who can alter a device s settings in 
such a way that causes the device s host to enter a comatose state may require 
a high risk designation, even if the position s occupant does not have any di-
rect ability to retrieve or interpret information stored within the device or the 
host s natural memory systems. 

. Rules of behavior for organizational personnel 
Under normal circumstances, the organization operating an information 

system may be able to unilaterally update the rules of behavior governing the 
use of that system and require all members of the organization to produce a 
signed acknowledgment from such individuals, indicating that they have 
read, understand, and agree to abide by the rules of behavior; 30 an individual 
who declines to agree to the new rules of behavior may be denied access to 
the information system, removed from the organization, or potentially sub-
jected to other disciplinary or personnel action as allowable by relevant law, 
regulations, employment agreements, and ethical guidelines. However, in the 
case of neuroprosthetic devices that have been implanted in the members of 

                                                 
27 NIST SP 800-53 (2013), p. F–18. 
28 See Chapter One of this text for a discussion of passive neuroprosthetic devices. 
29 NIST SP 800-53 (2013), p. F–145. 
30 NIST SP 800-53 (2013), p. F–141. 
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an organization and are operated by that organization, it may be illegal, un-
ethical, and impractical to attempt to force members to agree to new rules of 
behavior that are unilaterally imposed by the organization after devices have 
already been implanted; it may also be impermissible to attempt to deactivate 
or remove such devices simply because their hosts decline to agree to the 
updated rules of behavior. 

. Determining dual authorization for the execution of instructions 

Controls that require the approval of two different authorized parties be-
fore instructions will be executed31 may be impractical and inappropriate in 
the case of neuroprosthetic devices that are operated by their human host 
and which must be able to function when the host is in an open environment 
where a device cannot be accessed by other parties (e.g., a remote area with-
out cell phone service or Internet access). 

. Personnel screening for access to confidential information 

In the case of neuroprosthetically augmented information systems, it may 
sometimes occur that neuroprosthetic devices are used by their operating or-
ganization to gather classified or sensitive information that the device s hu-
man hosts are not themselves authorized to access or possess;32 the legal and 
ethical conditions governing such activities should be carefully clarified. 

. Formalization of access agreements 

Organizational access agreements may include components such as non-
disclosure agreements, acceptable use agreements, rules of behavior, and 
conflict-of-interest agreements. 33 In the case of advanced neuroprosthetic 
devices, such agreements may be designed to protect the interests of multiple 
parties; for example, device designers and manufacturers, OS and software 
developers, and device operators may wish to ensure that devices  human 
hosts will not misuse information that they acquire through their possession 
of and interaction with the devices, and the devices  hosts may wish to ensure 
the confidentiality, possession, and legal ownership of sensitive information 
(e.g., relating to their biological or cognitive processes) that the devices may 
acquire or information (such as ideas, memories, inventions, discoveries, or 
artistic creations  that may be generated by the host s mind with the assis-
tance of a device. 

                                                 
31 NIST SP 800-53 (2013), p. F–11. 
32 Regarding personnel policies governing access to confidential information, see NIST SP 800-
53 (2013), p. F–146. 
33 NIST SP 800-53 (2013), p. F–148. 
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. Formal indoctrination of personnel 
Formal training for the hosts of neuroprosthetic devices regarding the le-

gal and ethical frameworks governing the functioning of their devices and 
their relationships to classified or sensitive information may be necessary,34 
for example, if a host possesses an artificial eye or other neuroprosthesis that 
is continuously recording, uploading, and potentially making publically avail-
able information received from external environmental phenomena sur-
rounding the host or from the host s internal cognitive processes. 

. Training against insider threats 

In the case of neuroprosthetic devices that allow direct access to the cog-
nitive processes (including sensory perceptions, thoughts, or memories) of 
their human host, complex legal and ethical questions arise over the propri-
etary of the accessing of such information by an organization s personnel in 
order to assess whether the host may constitute an insider threat to the or-
ganization s information security.35 

. Establishment of probationary periods 

The use of probationary periods36 for individuals receiving authorized ac-
cess to information systems may not be legally, ethically, or practically feasi-
ble in the case of hosts in whom neuroprosthetic devices are being implanted. 
Any probationary period  designed to ensure a host s knowledge of and com-
mitment to organizational policies (including InfoSec practices) may need to 
take place before the device is implanted and integrated into the host s neural 
circuitry, as it could be impossible to remove or deactivate the device after its 
implantation if the host should not successfully complete the probationary 
period. On the other hand, any probationary period designed to test a host s 
ability to successfully operate a device and use it to perform necessary In-
foSec-related tasks may necessarily need to take place after the device has 
been implanted (and after the host has undergone any required recovery, ad-
aptation, and training period), as it may be impossible to simulate operational 
conditions or to fully train and test the host in the device s use prior to the 
device s physical integration with the host s neural circuitry. 

                                                 
34 Regarding InfoSec policies relating to the formal indoctrination of personnel, see NIST SP 800-
53 (2013), p. F–146. 
35 Regarding insider threats, see NIST SP 800-53, Rev. 4 (2013), p. F–38, and McCormick, Data 
Theft: A Prototypical )nsider Threat  . See Chapter Two of this text for a discussion of 
other insiders within an organization who might pose a threat to a neuroprosthetic device s host 
or operator. 
36 NIST SP 800-53 (2013), p. F–223. 
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. Establishing personnel sanctions for the violation of )nfoSec policies 

On the one hand, in order to ensure the security of highly sensitive infor-
mation regarding the biological processes or cognitive activity of human 
hosts in whom neuroprosthetic devices are implanted, it may be necessary to 
enact a stringent formal sanctions37 process to discipline individuals within 
an organization who disregard or violate established InfoSec procedures. On 
the other hand, there may be significant legal and ethical issues that compli-
cate an organization s ability to discipline the human host of a neuropros-
thetic device who violates organizational information security procedures, 
especially if those procedural requirements have been unilaterally imposed 
by an organization subsequent to a device s implantation or otherwise en-
acted without the full informed consent of the device s host. 

. Establishing personnel termination procedures 

Standard procedures upon termination of the employment of an organi-
zation s member may include action by the organization that Disables infor-
mation system access  previously enjoyed by the employee within a specified 
time period, Terminates/revokes any authenticators/credentials associated 
with the individual,  Retrieves all security-related organizational infor-
mation system-related property,  and Retains access to organizational infor-
mation and information systems formerly controlled by terminated individ-
ual. 38 The ability of an organization to carry out such actions in the case of 
an organizational information system that takes the form of a neuropros-
thetic device implanted in a (former) employee may be significantly con-
strained by legal, ethical, and practical considerations. 

For example, even if an employee had signed an employment contract or 
agreement clearly specifying that any devices subsequently implanted in the 
employee by the organization (and all information contained within them) 
were property of the organization and that the organization enjoyed the right 
to reclaim such devices at information any time, the ability of the organiza-
tion to enforce the agreement and reclaim an implanted device through for-
cible surgical extraction would be legally and ethically doubtful, at best – alt-
hough the employee could potentially be subject to civil action for theft or 
conversion. Moreover, even if it is technologically possible for an organiza-
tion to execute such actions by sending remote instructions to a device, the 
organization may not have a legal or ethical ability to forcibly reclaim a neu-
roprosthetic device or to destroy all of the information contained on it (such 

                                                 
37 NIST SP 800-53 (2013), p. F–150. 
38 NIST SP 800-53 (2013), p. F–147. 
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as thoughts or memories of the device s host , even if an employment agree-
ment were unilaterally breached or terminated by the device s host in contra-
vention of the agreement s terms and conditions. 

. Establishing post-employment obligations of personnel 
Automated systems may be employed to ensure that former employees 

are, for example, not able to make use of classified or sensitive information 
contained within implanted neuroprostheses that had been provided to them 
by their former employer for work-related purposes, or even to utilize the 
devices at all.39 If a neuroprosthetic device has been designed and constructed 
in such a way that ongoing proactive authorization or support from the or-
ganization employing the device s host e.g., wireless signals sent to the de-
vice from an external organizational information system) are required in or-
der for the device to function or for its contained information to be accessible, 
the withdrawal of such authorization upon termination of an employee may 
constitute a practice that is legally and ethically permissible, provided that it 
does not have a negative impact on the employee s psychological, physical, or 
social well0being. In its natural state (i.e., in the absence of such authoriza-
tion signals) the device will simply become nonfunctional, and the organiza-
tion has no obligation to provide such authorizations.40 On the other hand, 
the situation becomes more legally and ethically complex if an implanted 
neuroprosthetic device s natural state is one in which the device functions 
nominally and information contained within it is available to the device s 
host, and the functioning of the device (and availability of its contained in-
formation) can only be suppressed by the organization through the ongoing 
application of some proactive measure – such as bombarding the host s body 
with electromagnetic impulses that jam the device s communications or oth-
erwise disrupt its operation. The legal, ethical, and practical ability of an or-
ganization to carry out such measures to impair the operation of an im-
planted neuroprosthesis may be severely constrained. 

                                                 
39 Regarding post-employment requirements relating to information security, see NIST SP 800-
53 (2013), p. F–147. 
40 See the discussion in Chapter Three of this text of proposed schemes that utilize external hard-
ware tokens, cloaking devices, or gateway devices whose presence causes an implanted medical 
device to behave in a particular way during emergency (or non-emergency) situations. Employers 
could potentially develop similar systems in which an employer could disable an implanted neu-
roprosthesis or cause it to fail closed  not by physically accessing the device or even wirelessly 
sending the device a command to disable itself (which may not be legally or ethically possible) 
but simply by confiscating, disabling, or failing to renew some external token or device in the 
possession of the implanted neuroprosthetic device s host that is needed in order to prolong the 
functioning of the implanted device. 
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D. Designing an architecture for the entire information system 

. Development of comprehensive information system documentation 

An organization must acquire and appropriately secure documentation 
from a neuroprosthetic device s designers, manufacturers, and OS developers 
regarding subjects such as high-level design principles, low-level design de-
tails, the functional properties of security controls built into the device and 
its OS, source code, external system interfaces, and the full characteristics of 
administrative accounts built into the device and its OS.41 In the case of an 
advanced neuroprosthesis, such documentation would also include recom-
mendations and requirements regarding the biological systems and struc-
tures into which the device will be integrated, recommended methods for 
performing implantation and integration of the device into the host s neural 
circuitry, and circumstances in which implantation of a device into a partic-
ular host is contraindicated or deactivation or removal of the device would 
be required. 

. )ntentional heterogeneity of systems, devices, and components 

Increasing the heterogeneity and diversity of the sources, forms, function-
alities, and procedures relating to the individual components of neuropros-
thetic devices or the larger information systems that incorporate them is a 
double-edged sword: on the one hand, such diversity reduces the likelihood 
that the means adversaries use to compromise one information system com-
ponent will be equally effective against other system components, thus fur-
ther increasing the adversary work factor to successfully complete planned 
cyber attacks. 42 On the other hand, increased heterogeneity and diversity of 
systems and components may contravene the InfoSec principle of utilizing 
conceptually simple design and may increase the cost, complexity, and diffi-
culty of properly managing information systems.43 

. Planning of connections to non-organizationally owned systems and devices 

Neuroprosthetic devices may operate within a complex context in which, 
for example, key components of a device are owned by an organization but 
other components consist of biological matter that is a part of a host s body. 
This may complicate the process of establishing controls for the sharing of 
information with components or systems that are not owned by the organi-
zation.44 

                                                 
41 NIST SP 800-53 (2013), pp. F–160-61. 
42 NIST SP 800-53 (2013), p. F–204. 
43 NIST SP 800-53 (2013), p. F–204. 
44 Regarding non-organizationally owned systems, devices, and components, see NIST SP 800-53 
(2013), p. F–33. 
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. Analysis of the reliance on external information systems 

Insofar as the information within a neuroprosthetically augmented infor-
mation system can be accessed by the mind of a device s host, it is possible 
(and in some situations perhaps likely) that the information will eventually 
be transmitted to or copied – in a manner that may or may not accurately 
represent the original source information – into external information systems 
to which the host s mind has access such as the host s personal computer, 
smartphone, or other systems).45 

. Planning of boundary protection for physical, psychological, and logical 
boundaries 

Boundary protection is of critical importance for advanced neuropros-
thetic devices and takes on new meanings in this context. An information 
system should monitor (and, as appropriate, control) all communications 
taking place at the system s external boundary which cause data to enter or 
leave the system as well as communications taking place across key internal 
boundaries within a system or its constituent components.46 In the case of 
advanced neuroprosthetic devices, key boundaries include the: 

 Physical boundary between a neuroprosthetic device and the biolog-
ical matter of its human host (and in particular, the physical bound-
ary or interface between the device and natural biological neurons 
within the host s body .47 

 Physical boundary between a neuroprosthetic device and the envi-
ronment external to its host s body for prostheses that are exposed 
to the external environment). This may include a boundary with par-
ticular systems, devices, or individuals located within that external 
environment.  

 Physical boundary between a host s body and the surrounding exter-
nal environment.48 

 Physical boundary between a neuroprosthetic device and other im-
planted devices within its host s body. 

                                                 
45 Regarding the use of external information systems, see NIST SP 800-53 (2013), p. F–32. 
46 NIST SP 800-53 (2013), p. F–188. 
47 See Chapter One of this text and the device ontology in Chapter One of Gladden (2017) for a 

discussion of different kinds of neural interfaces. 
48 For a discussion of the significance of the physical boundaries of a human organism and the 

ways in which technologies such as implantable neuroprostheses can impact cognitive processes 

and the moral sense of person  versus the notion of person as a subject of experiences,  see 
Buller, Neurotechnology, )nvasiveness and the Extended Mind  . 
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 Physical, physiological, psychological, and logical boundaries be-
tween different neuronal processes within a host-device system – 
such as the boundary at which environmental stimuli are transduced 
into electrochemical signals by sensory organs and the boundary at 
which raw sense data is transformed into sensory perceptions within 
the host s mind. Also included are psychological boundaries between 
phenomena such as memory, emotion, volition, and conscience 
whose phenomenological49 and experiential boundaries as seen from 
the perspective of the mind of a device s human host may not clearly 
correspond to physical boundaries within the host-device system. 

Some neuroprosthetic devices may interact with their human host only 
through a small number of managed interfaces (e.g., synaptic connections 
through which signals are received and transmitted); other devices, such as 
those composed of biological material, may interact with a device s host 
through unmanaged interfaces that may change significantly over time as a 
result of the growth of biological components of the device, changes in the 
host s organism, or both. )t may be appropriate and desirable to create out-
ward-facing subnetworks or demilitarized zones  that are separated physi-
cally or logically from a device s internal networks50 and which interface ei-
ther with the biological systems and cognitive processes of the device s hu-
man host, with supplemental prostheses or other accessories that can be con-
nected to the device (e.g., through generic ports or sockets), with the external 
physical environment e.g., to prevent sensory overload or sense hacking  
that could occur if the external environment supplied stimuli directly to in-
ternal systems), or with other external systems such as Wi-Fi networks and 
the Internet. 

. Planning of internal system interconnections 

If multiple kinds of neuroprostheses are available for acquisition, installa-
tion, and use by members of the general public as consumer electronics de-
vices, it may be difficult or impossible to predict the ways in which multiple 
devices may be combined and interconnected within a single human host. 
Even if devices do not directly interconnect with one another, they may indi-
rectly interconnect through the host s brain and mind, which can serve as a 
bridge allowing information to flow between devices and influence one an-
other.51 

                                                 
49 See Chapter Two of Gladden (2017) for an analysis of such boundaries from a biocybernetic 
perspective. For an exploration of phenomenological issues, see (eersmink, Embodied Tools, 
Cognitive Tools and Brain-Computer )nterfaces  . 
50 NIST SP 800-53 (2013), p. F–188. 
51 Regarding system interconnections, see NIST SP 800-53 (2013), pp. F–57-58. 
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. Planning the physical partitioning of the information system 

Typical approaches to information system partitioning52 – such as physi-
cally separating different components in different racks within the same 
room, in different rooms, or in wholly different geographical locations – may 
not be feasible in the case of an implantable neuroprosthetic device that must 
be as small and compact as possible. It may be possible to physically separate 
components through the creation of body area networks (BANs) or body sen-
sory networks (BSNs)53 whose components are distributed throughout a 
host s body and interact with one another wirelessly. )t may also be possible 
to separate the implantable device from external devices or support systems 
that communicate with the implantable device; however, care must be taken 
to ensure that the implanted portion of the system can continue to operate 
in a way that will not create the danger of physical or psychological harm for 
the device s host or others if the device should temporarily or permanently 
lose the ability to communicate with the external systems (e.g., because the 
device s host has entered a building whose construction blocks the transmis-
sion of wireless signals). 

. Planning of hardware separation 

Hardware separation mechanisms54 may be utilized, for example, to seg-
regate the systems of a neuroprosthetic device that interact directly with the 
neural circuitry of the device s host from those which relate to the device s 
power supply or wireless communication with external support systems. 

. Planning of application partitioning 

Separating a system s user functionality and interface services from its ad-
ministrative and system management functionality55 may be difficult or im-
possible in the case of a neuroprosthetic device whose human host is also its 
operator. In other cases, such partitioning may be not only desirable but nec-
essary – for example, if a device s host is the user  responsible for controlling 
some aspects of the device s ongoing operation but management of key med-

                                                 
52 NIST SP 800-53 (2013), p. F–207. 
53 See Ullah et al., A Study of )mplanted and Wearable Body Sensor Network  ; Cho & Lee, 
Biometric Based Secure Communications without Pre-Deployed Key for Biosensor Implanted in 

Body Sensor Networks  ; and Li et al., Advances and Challenges in Body Area Network  
(2011). 
54 NIST SP 800-53 (2013), p. F–185. 
55 NIST SP 800-53 (2013), p. F–184. 
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ical and technical aspects of the device s behavior is controlled by remote us-
ers  in the form of a team of specialized medical and IT personnel who possess 
expert knowledge that the human host lacks.56 

. Determining an architecture for device name and address resolution 

Particularly in the case of a neuroprosthetic system that includes multiple 
devices implanted within a single human host that must communicate with 
one another,57 it may be appropriate and desirable to utilize separate name 
and address resolution services58 (such as those offered by DNS servers and 
network routers) for processing internal information requests from the com-
ponent devices that constitute the system and external information requests 
from external networks such as the Internet. 

. Designing host-client device systems 

In the sense commonly employed within the field of IT management, the 
word host  does not refer to the human being in whom a neuroprosthetic 
device is physically implanted but to a device (such as a server or desktop 
computer) that executes some piece of software and potentially serves as a 
host in a host-client device system.59 In the case of an organization that has 
deployed many neuroprosthetic devices among its personnel, the organiza-
tion may operate a centralized information system housed within a secure 
organizational facility that serves as the host for the client neuroprosthetic 
devices. If all of the client devices are monitored or controlled by, receive 
software updates from, or are otherwise affected by the centralized system, 
the use of effective security controls to protect that core system is important 
for securing its client devices. 

. Planning of collaborative computing capacities 

Advanced neuroprosthetic devices may be able to serve directly as collab-
orative computing devices;60 for example, an artificial eye implanted in one 
human host could potentially stream live video that can be viewed by other 
persons in order to share in the host s visual experiences. Similarly, a human 
host possessing a body with robotic cybernetic limbs might allow a profes-
sional dancer to take temporary control of the body in order to create a form 
of shared performance art. Possibilities also exist for the internal cognitive 
                                                 
56 See Chapter Three of this text for a discussion of the distinction between a neuroprosthetic 
device s human host and its user or users. 
57 Body area networks and body sensor networks typically constitute such systems. See Ullah et 
al. (2008); Cho & Lee (2012); and Li et al. (2011). 
58 NIST SP 800-53 (2013), p. F–201. 
59 NIST SP 800-53 (2013), p. F–223. 
60 NIST SP 800-53 (2013), p. F–197. 
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processes of neuroprosthetic devices  hosts to form collaborative computing 
devices by creating hive minds  or communities of individuals whose minds 
are linked through their implanted neuroprostheses.61 A neuroprosthetic de-
vice may also allow its human host new ways of accessing, controlling, and 
obtaining information from traditional collaborative computing devices such 
as cameras, microphones, or printers. The growth of the Internet of Things 
and new kinds of devices such as 3D printers and smart homes creates en-
tirely new types of networked systems that can potentially be accessed and 
controlled by means of neuroprosthetic devices.62 All of these possibilities 
raise significant questions of information security both for the users and op-
erators of neuroprosthetic devices and for other individuals who use the col-
laborative computing devices or can be affected by their activities. 

. Planning for information in shared resources 

Care must be given to ensuring information security in situations in which 
other users, accounts, or processes may have access to shared system re-
sources through which information created or used by or otherwise related 
to a neuroprosthetic device has passed or within which it has been stored. In 
such circumstances, information security is pursued through the control of 
object reuse and residual information protection.63 Similar but distinct concerns 
include the need to address situations of information remanence in which ac-
tion has been undertaken to erase or destroy information (and it may nomi-
nally be designated by a system as deleted ) but residual traces of the data 
still exist and can potentially be accessed,64 as well as situations in which cov-

ert channels are utilized to access, transmit, or manipulate information in ways 

                                                 
61 The prospect of creating hive minds  and neuroprosthetically facilitated collective intelli-
gences is investigated, e.g., in Mc)ntosh, The Transhuman Security Dilemma  ; Roden, 
Posthuman Life: Philosophy at the Edge of the Human , p. ; and Gladden, Utopias and 
Dystopias as Cybernetic )nformation Systems: Envisioning the Posthuman Neuropolity  . 
For critical perspectives on the notion of hive minds, see, e.g., Maguire & McGee, Implantable 
brain chips? Time for debate  ; Bendle, Teleportation, cyborgs and the posthuman ideol-
ogy  ; and (eylighen, The Global Brain as a New Utopia  . 
62 See Evans, The Internet of Everything: How More Relevant and Valuable Connections Will 
Change the World  ; Merkel et al., Central Neural Prostheses  ; and Gladden, Neu-
ral Implants as Gateways to Digital-Physical Ecosystems and Posthuman Socioeconomic Inter-
action  6). 
63 NIST SP 800-53 (2013), p. F–186. 
64 With regard to the case of information stored within a physical neural network – and perhaps 

even within the human brain s natural biological long-term memory storage systems – research-

ers have had some success with attempting to manipulate or delete specific memories stored 

within the brains of mice; see, e.g., (an et al., Selective Erasure of a Fear Memory  . (ow-
ever, it is unclear to what extent, if any, it might someday be possible to delete  or erase  complex 

“Preventive Security Controls for Neuroprosthetic Devices and Information Systems,” Chapter Six in  

Gladden, Matthew E., The Handbook of Information Security for Advanced Neuroprosthetics (Second Edition), pp. 178-247. 

Indianapolis: Synthypnion Academic, 2017. ISBN 978-1-944373-09-2 (print edition) and 978-1-944373-10-8 (ebook).



Chapter Six: Preventive Security Controls  •  197 

that bypass information flow restrictions – potentially by employing a de-
vice s systems, components, or processes in imaginative or counterintuitive 
ways that were never anticipated by a device s designer.65 

For some neuroprosthetic devices, shared resources  may include biolog-
ical systems of a device s human host such as the circulatory system, sensory 
organs, or limbs  or the host s cognitive systems and processes (such as nat-
ural memory storage systems and particular mnemonic content); the use of a 
neuroprosthetic device may create traces of information in such shared sys-
tems that can be accessed by other processes or users of the device or other 
implanted devices within the host s body, even if they lack direct access to 
components, user accounts, or processes within the neuroprosthetic device 
that created the original information. 

. Planning of offline storage 

For some kinds of implantable neuroprosthetic devices (e.g., those that 
store information within an internal physical neural network or which lack 
mechanisms for transmitting information to or receiving information from 
external systems), a device itself and its own internal storage mechanisms 
may constitute a form of off-line storage, insofar as the information is not 
accessible from any sort of external networks.66 

. Planning of out-of-band channels 

For human beings possessing certain kinds of neuroprosthetic devices, 
such a device may provide a new kind of out-of-band channel 67 for conveying 
information directly to the conscious awareness or cognitive processes of its 
human host in a way that bypasses or avoids the traditional biologically based 
in-band channels  comprising sensory organs. Conversely, for the human 
host of a sensory or cognitive neuroprosthesis who ordinarily receives sensi-
tive or secure information through the device (e.g., with information being 
presented in the host s visual field through use of augmented reality or being 
directly incorporated into the host s short- or long-term memory), receiving 
information through the use of the host s natural biological sensory organs 
may constitute the use of an out-of-band channel. 

                                                 

long-term memories stored within the natural long-term memory systems of human brains; in-

formation remanence may thus become a major challenge for neuroprosthetic devices utilizing 

physical neural networks, biological components, and engrams for the storage of information. 

Such issues surrounding the possibility of deleting long-term memories may become even more 

vexing if, e.g., holographic or holonomic models of the brain s memory systems are correct. 
65 NIST SP 800-53 (2013), p. F–186.  
66 Regarding offline storage, see NIST SP 800-53 (2013), p. F–204. 
67 For the InfoSec implications of out-of-band channels, see NIST SP 800-53 (2013), pp. F–209-10. 
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SDLC stage : device design and manufacture 

The second stage in the system development life cycle includes the design 
and manufacture of a neuroprosthetic device and other hardware and soft-
ware that form part of any larger information system to which the device be-
longs. The development of security controls in this stage of the SDLC is typi-
cally performed by a device s designer and manufacturer, potentially with in-
structions or other input from the system s eventual operator. Such controls 
are considered below. 

A. General device design principles 

. Formal )nfoSec policy modelling for design of a device, system, and 
supersystem 

The kinds of formal policy modelling tools traditionally used to model 
practices such as nondiscretionary access control policies with formal lan-
guages68 may have limited applicability for some kinds of advanced neuro-
prostheses. For example, some kinds of neuroprosthetic devices that com-
prise physical neural networks or swarms of nanorobotic elements may not 
include nondiscretionary access controls that can easily be modelled; in the 
case of devices that are passively controlled by the minds and cognitive pro-
cesses of their human hosts, a system s security controls may be entirely dis-
cretionary and controlled by the decision-making and volition of the device s 
human host. It may be possible to develop new kinds of formal policy models 
and modelling languages that address the unique information security situa-
tions of advanced neuroprosthetic devices (including the typically important 
goal of preserving autonomy and agency for the host-device system as a 
whole). 

. Updating of security engineering principles 

In developing the designs and specifications for advanced neuroprosthetic 
devices, entirely new kinds of information system security engineering prin-
ciples69 may need to be developed that incorporate considerations relating to 
cognitive and noetic security and the preservation of human agency and au-
tonomy within a host-device system. 

. Pursuit of trustworthiness through security functionality and assurance 

The trustworthiness70 of an information system depends both on the (1) 
set of features, mechanisms, and procedures built into constituent devices 

                                                 
68 NIST SP 800-53 (2013), p. F–178. 
69 NIST SP 800-53 (2013), p. F–162. 
70 NIST SP 800-53 (2013), p. F–173. 
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and the operating environment that together constitute the system s security 
functionality and (2) the security assurance that allows an organization to be-
lieve that the potential benefits offered by the security functionality are actu-
ally being obtained through a proper and effective implementation of the 
functionality.71 

It should be noted that in at least some respects, some kinds of advanced 
neuroprostheses may be inherently untrustworthy. For example, certain 
kinds of devices that include a physical neural network and which interact 
closely with the natural memory systems of the human mind to expand or 
support the mind s long-term memory storage may be subject to the same 
kind of mnemonic compression, distortion, and gradual information degra-
dation that is observed with natural human memories.72 

. Use of conceptually simple design 

Requirements that developers develop systems that utilize a complete, 
conceptually simple protection mechanism with precisely defined seman-
tics 73 may be difficult to realize in situations in which protection mechanisms 
may, for example, be implemented and directed largely in a discretionary 
manner by the mind of the human host in whom a device is implanted. 

. Design of coupled and cohesive security function modules 

)t is a best practice to develop and utilize security functions as largely 
independent modules that maximize internal cohesiveness within modules 
and minimize coupling between modules. 74 In the case of highly sophisti-
cated multimodal neuroprosthetic devices, it may be possible to develop in-
dividual security functions that separately address, for example, security re-
lating to incoming sense data (with data from each sensory organ handled 
separately), internal cognitive activities (with each activity possessing its own 
security functions), and outgoing motor instructions (with different security 
functions for each motor modality and effector. The development of inde-
pendent modules may not be possible with other kinds of neuroprosthetic 
devices, such as those that utilize a physical neural network or which store 
and process information holographically. 

                                                 
71 NIST SP 800-53 (2013), p. F–173. 
72 For a discussion of such issues, see Dudai, The Neurobiology of Consolidations, Or, How Sta-

ble )s the Engram?  . 
73 NIST SP 800-53 (2013), p. F–179. 
74 NIST SP 800-53 (2013), p. F–186. 
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. Planning non-persistence and the regular refreshing of devices and 
components 

Rather than waiting until it has been detected that particular components 
or services have been compromised and then replacing them, terminating 
their functionality, or otherwise addressing the situation, an organization 
may proactively refresh components and services at regular or random inter-
vals. Such procedures can reduce the effectiveness of certain kinds of ad-

vanced persistent threats (APTs) that must have access to or operate within a 
particular computing environment for a substantial period of time in order 
to successfully exploit vulnerabilities and complete their attack.75 For some 
kinds of neuroprosthetic devices, non-persistence may be difficult to imple-
ment, insofar as a device must provide continual service and 100% availability 
in order to avoid causing physical or psychological harm for its host or oper-
ator, and the time and actions needed to refresh components or services 
would cause an impermissible interruption or disruption to the device s func-
tionality.76 In other cases, it may be possible to refresh components or services 
during non-critical moments e.g., when a device s host is asleep or not en-
gaging in particular kinds of activities). Other kinds of neuroprosthetic de-
vices (such as those utilizing biological components or neural networks) may 
neither require nor allow such periodic refreshing of components or services. 

. Planning physical and logical separation of information flows 

For some kinds of neuroprostheses (e.g., those utilizing physical neural 
networks) it may be extremely difficult to segregate different kinds of infor-
mation moving through the devices.77 

. Denial of inbound and outbound communications by default 

The practice of denying all inbound and outbound network communica-
tions traffic by default and allowing it only after it has been approved as an 

                                                 
75 NIST SP 800-53 (2013), p. F–232. 
76 See Chapter Three of this text for a discussion of neuroprosthetic devices for which 100% avail-
ability is required and any downtime presents a major hazard. 
77 For example, if various holographic or holonomic models of the human brain s cognitive pro-
cessing and memory storage are correct, it may be difficult or impossible to isolate a certain small 
group of neurons as completely containing  a particular memory or thought. For discussion of 
such issues, see, e.g., Longuet-(iggins, (olographic Model of Temporal Recall  ; 
Westlake, The possibilities of neural holographic processes within the brain  ; Pribram, 
Prolegomenon for a (olonomic Brain Theory  ; and Pribram & Meade, Conscious Aware-

ness: Processing in the Synaptodendritic Web – The Correlation of Neuron Density with Brain 
Size  . An overview of conventional contemporary models of long-term memory is found 
in Rutherford et al., Long-Term Memory: Encoding to Retrieval  . Regarding separation of 
physical and logical information flows, see NIST SP 800-53 (2013), p. F–18. 
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exception78 may not be possible for some kinds of neuroprosthetic devices. 
For example, in the case of sensory neuroprosthetics receiving sensory stimuli 
from the environment, it may not be feasible or theoretically possible to apply 
filters or tests at the boundary between the external environment and the 
device to determine with any accuracy what the ultimate effect of the sense 
data may be on the psychological health and security of a device s host and 
thus to allow only certain information to be transmitted inward for further 
processing and utilization by the device and host-device system. 

. Design of devices as thin nodes 

 It may be difficult to implement many kinds of neuroprosthetic devices 
as thin nodes,79 given the diverse range of complex tasks that such devices 
must perform; the multiple forms of communication and interaction that 
they may need to carry out with biological systems, other implanted devices, 
and external support systems; the high standards set for their functionality; 
and the fact that such devices may need to be engineered with a wide range 
of surplus capacities that may or may not ever be used, due to the difficulty 
of modifying devices to increase their capacities after their implantation in a 
human host. On the other hand, some kinds of passive neuroprostheses80 may 
function as thin nodes if they are designed to be directly controlled by the 
biological processes of their human host and do not need to possess sophis-
ticated mechanisms for the storage of digital data, wireless communication, 
or other functionality commonly found in mobile devices. 

. Planning of distributed processing and data storage 

Some kinds of neuroprosthetic devices (such as those employing a physi-
cal neural network with holonomic or holographic storage models) may in-
herently utilize distributed processing and storage.81 

. Restricting the use of live data during system development 

The use of live data during the development and testing of information 
systems is generally discouraged, as storing information within systems 
whose security functionality is not yet assured and utilizing the information 
in a way unprotected by an organization s existing InfoSec mechanisms and 
procedures creates a significant risk.82 However, with some kinds of neuro-

                                                 
78 NIST SP 800-53 (2013), p. F–189. 
79 NIST SP 800-53 (2013), p. F–202. 
80 See Chapter One of this text for a discussion of passive neuroprosthetic devices. 
81 Regarding distributed processing and data storage, see NIST SP 800-53 (2013), p. F–209. 
82 NIST SP 800-53 (2013), p. F–176. 
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prosthetic devices it may be impossible to avoid the use of live data even dur-
ing the initial development and testing phases – for example, in cases in 
which a neuroprosthetic device is not fully assembled in an external facility 
and then implanted whole into the body of a human host but is instead as-
sembled (or, if it utilizes biological components, even grown 83) within the 
body of its human host, piece by piece – perhaps through the use of nano-
robots84 or other technologies. In such cases, the development process for 
each particular neuroprosthetic device is unique and depends on (and is 
guided by) the immediate feedback provided by live data generated by the 
cognitive or biological processes of the device s human host. 

B. Memory-related controls 

. Memory protection 

Traditionally, memory protection involves hardware- or software-en-
forced practices such as ensuring that adversaries are not able to execute code 
in non-executable areas of memory.85 In the case of advanced neuroprosthetic 
devices, it is not only the executable memory of a device s electronic compo-
nents that must be protected but also the sensory, short-term, and long-term 
memory of the device s human host and any memory systems that may be 
created by the device and host acting jointly within the host-device system.86 
For example, cyberattacks that are able to manipulate sensory memory could 
potentially cause the host to perform (or not perform) physical actions in a 
particular manner desired by an adversary, by distorting the host s under-
standing of his or her environment, bodily position, or other phenomena; 
manipulated or fabricated information contained within sensory memory 
would then compromise the host s short- and long-term memory after being 
transmitted to those systems. Directly manipulating a host s long-term 
memory could also cause the host to execute or not execute actions as desired 

                                                 
83 For the possibility of neuroprosthetic devices involving biological components, see Merkel et 
al. (2007). For a hybrid biological-electronic interface device (or cultured probe ) that includes 
a network of cultured neurons on a planar substrate, see Rutten et al., Neural Networks on 
Chemically Patterned Electrode Arrays: Towards a Cultured Probe  . (ybrid biological-
electronic interface devices are also discussed in Stieglitz, Restoration of Neurological Functions 
by Neuroprosthetic Technologies: Future Prospects and Trends towards Micro-, Nano-, and Bi-
ohybrid Systems  . 
84 See Pearce, The Biointelligence Explosion  . 
85 NIST SP 800-53 (2013), p. F–233. 
86 For experimental research with mice that suggests the possibility of eventually developing hu-
man mnemoprostheses, see (an et al.  and Ramirez et al., Creating a False Memory in 
the (ippocampus  . For the possibility that an adversary might use a compromised neuro-
prosthetic device in order to alter, disrupt, or manipulate the memories of its host, see Denning 
et al., Neurosecurity: Security and Privacy for Neural Devices  . 
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by an adversary – for example, pressing a button that the host s long-term 
memory tells the host will have one effect, when in fact pressing the button 
will have a completely different effect, and the host s memory of the button s 
significance has been altered. 

Note that there are systems and processes found (or whose existence is 
hypothesized) within the human mind that play roles analogous to those of 
the executable memory found in a traditional computer and which relate to 
human memory but may also involve other kinds of processes – for example, 
the visuospatial sketchpad described in the Working Memory model87 or the 
spotlighted theater of consciousness  described in the Global Workspace 
Theory.88 

. Design of protections for information at rest 

The phrase information at rest  is generally used to describe information 
during those times when it is physically embodied in a particular way that is 
seen as relatively stable – namely, it describes the state of information when 
it is located on storage devices as specific components of information sys-
tems. 89 In reality, even information that is stored on physical storage devices 
of the most reliable and secure form imaginable is never truly at rest,  as the 
physical substrates within which information is stored (such as the ferromag-
netic layer of a hard disk drive s platter  are continuously being impacted at 
the subatomic level by phenomena such as cosmic rays and probabilistic 
quantum effects, even if these phenomena rarely have impacts that are di-
rectly visible at the macroscopic level. In well-designed systems, this process 
of ongoing change at the subatomic level in the structure and composition of 
the substrates typically does not modify the contents of the information as it 
is accessed and interpreted by human beings; nonetheless, it has the potential 
to do so. The possibility that even information at rest  could be modified or 
destroyed through the impact of soft errors  caused by cosmic rays, other 
electromagnetic radiation, or random quantum effects generally increases as 
units of data (such as bits) are stored in smaller physical structures, such as 
those of a single electron.90 

                                                 
87 See, e.g., Baddeley, The episodic buffer: a new component of working memory?  2000). 
88 See, e.g., Baars, In the Theater of Consciousness (1997). 
89 NIST SP 800-53 (2013), p. F–203. 
90 For a discussion of various kinds of soft errors and approaches for preventing them or limiting 
their impact, see Borkar, Designing reliable systems from unreliable components: the challenges 
of transistor variability and degradation  ; Wilkinson & (areland, A cautionary tale of 
soft errors induced by SRAM packaging materials  ; Srinivasan, Modeling the cosmic-ray-
induced soft-error rate in integrated circuits: an overview  ; and KleinOsowski et al., Cir-
cuit design and modeling for soft errors  . 
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For some kinds of neuroprosthetic devices that utilize biological material 
for storing information, new complications are added to this picture: infor-
mation at rest  that is stored within the patterns of activity of living cells (or 
within DNA91) may be modified or destroyed over time due to the birth, 
growth, mutation, or death of cells or the alteration of DNA due to radiation, 
chemical agents, biological agents and vectors, or other factors. 

C. Cryptographic protections 

. Design of cryptographic protections and keys 

 When attempting to secure certain kinds of neuroprosthetic devices, it 
may be possible (or even necessary) to develop entirely new kinds of encryp-
tion which, for example, use the unique memories or other contents of the 
cognitive processes of a human mind as cryptographic keys.92 

. Planning of cryptographic key management 

The need to maintain possession and confidentiality of and access to cryp-
tographic keys93 that are necessary for the effective functioning of a neuro-
prosthetic device becomes even more critical if failure or unauthorized use of 
the device has the potential to cause physical or psychological harm to the 
device s user or others.94 The escrowing of encryption keys may be a necessary 
practice but also one that must be carried our carefully – especially if a neu-
roprosthetic device contains components dependent on the encryption key 
which, due to their implantation in the host s body, cannot easily be updated, 
otherwise modified, or replaced if the key should be lost or disclosed to un-
authorized parties. 

                                                 
91 For a discussion of the possibilities of using DNA as a mechanism for the storage of data, see 

Church et al., Next-generation digital information storage in DNA  . 
92 For such possibilities, see Thorpe et al., Pass-thoughts: authenticating with our minds  ; 
Mizraji et al., Dynamic Searching in the Brain  , where the term password  is used in a 

more metaphorical sense than the typical meaning in information security, although the dy-

namic memory searching mechanisms described there could potentially also serve as the basis 

for an authentication system; and Gladden, Cryptocurrency with a Conscience: Using Artificial 

Intelligence to Develop Money that Advances Human Ethical Values  . Regarding crypto-

graphic protections, see NIST SP 800-53 (2013), p. F–196. 
93 NIST SP 800-53 (2013), p. F–195.  
94 See Chapter Three of this text for proposed approaches to storing the cryptographic key for an 

implanted neuroprosthetic device on the host s body in the form of an external token, bracelet, 

tattoo, or other item, in order to provide device access to medical personnel in the case of a 

medical emergency affecting the device s host. 
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. Full-device encryption 

 Although desirable from an InfoSec perspective, full-device encryption 
and container-based encryption95 may not be possible for the contents of 
some kinds of neuroprosthetic devices, such as those storing information in 
a physical neural network. 

. Planning encryption of outgoing device transmissions 

 Encrypting outgoing transmissions96 may be impossible, for example, in 
the case of neuroprosthetic devices that transmit information in the form of 
electrochemical signals that must be interpretable by natural biological neu-
rons within the body of a device s host; in such cases, a device may be required 
for functional and operational reasons to transmit information in a form that 
can be received and processed by the biological and psychological systems of 
the device s host, regardless of whether that form is naturally secure. At the 
same time, some devices (e.g., mnemoprostheses that are fully integrated into 
a natural holographic storage system of the human brain) that store and 
transmit information in a form that can only be processed and interpreted by 
the mind of the human host in whom the devices are implanted may enjoy a 
natural (if unconventional) form of encryption. 

D. Device power and shutoff mechanisms 

. Design of device power supply and cabling 

 Providing an adequate and reliable power supply97 that is protected 
against intentional or unintentional damage or destruction is a major chal-
lenge for the designers and operators of advanced neuroprostheses. Some de-
vices may be able to draw on natural power sources that are present in (or 
can be provided through) the natural biological systems of their human host. 
Such energy harvesting  systems for implantable devices already exist. Some 
gather energy from sources such as body heat or the kinetic energy resulting 
from movement of their host s body and can often produce more than  mil-
liwatts of power.98 Other systems utilize implantable enzyme-based biofuel 
cells that are able to generate power from substances such as glucose and 
oxygen found in the host s body.99 There are significant practical constraints 
on the amount of power that can be obtained from such sources. 

                                                 
95 NIST SP 800-53 (2013), p. F–31. 
96 NIST SP 800-53 (2013), p. F–193. 
97 NIST SP 800-53 (2013), p. F–133. 
98 See Mitcheson, Energy harvesting for human wearable and implantable bio-sensors  . 
99 See Zebda et al., Single glucose biofuel cells implanted in rats power electronic devices  , 
and MacVitte et al., From cyborg  lobsters to a pacemaker powered by implantable biofuel cells  
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Other neuroprostheses may be passive devices that rely on the activity of 
a host s natural neurons or other biological structures or systems to control 
and manipulate a device and which thus do not need their own power source. 
Some kinds of nanorobotic swarms may be able to draw power from chemi-
cals found (naturally or through artificial addition) within the bloodstream 
of their human host. Other devices may be able to receive electricity provided 
wirelessly, such as through radio frequency induction.100 Other devices may 
require periodic recharging through connection of a physical power cable to 
an external power port, permanent connection of such a cable, or the periodic 
replacement of a battery by means of some cover or port that is accessible 
either on the surface of a host s body or through an invasive surgical proce-
dure. 

. Design of emergency shutoff mechanisms for devices and systems 

For many kinds of general-purpose computers used within organizations, 
the recommended best practice is for a computer to include an emergency 
shutoff switch that can be easily accessed and used by authorized personnel, 
should the need arise – but which cannot be accessed or used by unauthor-
ized parties.101 In the case of advanced neuroprosthetic devices, a number of 
factors will influence whether a particular device should include a physical 
emergency shutoff switch and, if such a switch does exist, who will have ac-
cess and authorization to use it. In some cases, the presence and use of a 
physical emergency shutoff switch that can shut off power to a neuropros-
thetic device could cause permanent physical or psychological harm to the 
device s host or to others; in other situations, the presence and use of such a 
shutoff switch may be needed precisely in order to prevent such harm. In 
some cases, it is essential that the host of a neuroprosthetic device have access 
to such a shutoff switch (because he or she will be best positioned to know 
when it should be used and to physically activate it), while – insofar as possi-
ble – other persons in the host s vicinity should be prevented from knowing 
about the shutoff switch s existence or being able to access and use it. )n other 
cases, the kind of emergency situations that would require immediate use of 
the shutoff switch would also render the device s human host physically or 
psychologically incapable of utilizing the switch; in these cases, the shutoff 
switch should be physically accessible to bystanders and other persons, and 
it may even be desirable to install a light or audible alarm or other system to 

                                                 

(2013). 
100 See Borton et al., Implantable Wireless Cortical Recording Device for Primates  . 
101 Regarding emergency shutoff methods, see NIST SP 800-53 (2013), p. F–133. 
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catch the attention of emergency medical personnel or other bystanders if 
the device detects a situation that calls for the use of the shutoff switch.102 

E. Program execution protections 

. Design of protected environments for code execution 

Software whose source code is unavailable to an organization or which is 
suspected of containing malicious code is often installed and executed by an 
organization only within protected and physically or virtually isolated ma-
chines running with minimal privileges.103 For some kinds of neuroprosthetic 
devices whose functionality and behavioral characteristics are inherently 
highly influenced by or dependent on the biological structures or processes 
of their human host, it may not be possible to construct protected environ-
ments that fully replicate the functioning of such devices while remaining 
physically or virtually segregated from an actual human host. In such cases, 
software may need to be run within its live production environment, if it is to 
be run at all. 

On the other hand, advanced neuroprosthetic devices may also create en-
tirely new possibilities for constructing protected and physically or virtually 
isolated environments in which potentially malicious code can be run, insofar 
as they may allow InfoSec personnel possessing sensorimotor neuroprosthe-
ses to create and interact with information systems in a virtual environment 
that is separated from physical organizational systems.  

. Use of a non-modifiable operating system and applications 

 Designing an implantable neuroprosthetic device in such a way it loads 
and runs its operating system and applications from a storage medium that 
is permanently embedded within the device and which is hardware-enforced 
as read-only may be desirable,104 insofar as it helps ensures that the device s 
operating system and environment will not be illicitly altered or compro-
mised by an adversary s modification of the stored programs. However, the 
implications of such a practice must be carefully weighed. For example, it may 
sometimes occur that the operating system or applications contained on a 
device s read-only storage medium may need to be updated or upgraded in 
order to address vulnerabilities in the implanted versions of the programs 
that have become known. It may be difficult to implement such updates in 

                                                 
102 See Chapter Three of this text for a discussion of emergency access to implanted neuropros-
thetic devices and, in particular, the possible use of subcutaneous buttons. 
103 NIST SP 800-53 (2013), p. F–227. 
104 See NIST SP 800-53 (2013), pp. F–207-08. 
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situations in which it is not legally, ethically, or practically simple for a de-
vice s operator to remove or physically access the device in order to replace 
or alter the storage medium after the device s implantation. 

. Planning the role of platform-independent applications 

Typically, platforms are understood as combinations of hardware and 
software used to run software applications. Platforms include: (i) operating 
systems; ii  the underlying computer architectures, or iii  both. 105 The con-
cept of a platform  may take on new meanings in the context of implantable 
neuroprosthetic devices. In some cases, the relevant platform  may comprise 
an implantable mobile computer that possesses a conventional architecture 
and runs a common operating system like Windows, Android, or Linux. In 
other cases, the platform  may consist of an electronic device in the form of 
a physical neural network comprising millions or billions of artificial neurons 
that are not capable of running an operating system or executing programs  
as traditionally understood but which may nonetheless be taught to perform 
certain complex patterns of behavior. In other cases, the platform may in-
clude a passive device composed of biological material or electronic compo-
nents that are directly guided and controlled by the activity of the cognitive 
and biological processes of a device s human host; in this situation, the neu-
roprosthetic device provides the hardware but the platform s software is 
found in the body or mind of its human host. This highlights the possibility 
that in some cases, it may not be possible to identify or understand the plat-
form  created by a neuroprosthetic device simply by referring to the synthetic 
device itself; the platform may be constituted by or found within the larger 
host-device system as a whole. 

It is often beneficial to utilize applications that can run on multiple plat-
forms, insofar as this enhances application portability and the possibility of 
running key applications on alternate platforms, in the case of some emer-
gency that renders their primarily platforms compromised or unavailable.106 
However, in the case of some kinds of advanced neuroprostheses, it may not 
only be true that applications designed for one type of neuroprosthetic device 
will be unable to run on other types of neuroprostheses, but even that appli-
cations developed for use on one neuroprosthesis implanted within a partic-
ular human being may be unable to run on other devices of the same type 
that are implanted in other human beings. Some neuroprosthetic devices 
may potentially store application information in biological material that in-
corporates the DNA of a device s human host and cannot be utilized with 

                                                 
105 NIST SP 800-53 (2013), p. F–203. 
106 NIST SP 800-53 (2013), p. F–203. 
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other human hosts; other applications may be customized to interface with 
the unique physical structure or cognitive processes found in the natural bi-
ological neural network of a particular human host and thus will not function 
if run on another person s device.107 

. Protecting boot firmware 

Some kinds of passive neuroprosthetic devices that are directly controlled 
by the operating system  provided by the biological structures and processes 
of their host s brain – as well as devices that include a physical neural network 
and whose functionality grows organically over time through learning and 
training – may not possess boot firmware as it is traditionally understood.108 

. Protections against the introduction or manipulation of binary or machine-
executable code 

For some kinds of neuroprosthetic devices (e.g., those utilizing a physical 
neural network of biomimetic synthetic neurons), certain types of biochemi-
cal or electrochemical stimuli allowed to reach a device s synthetic neurons 
could constitute a form of machine-executable code,  if the stimuli cause the 
neurons or their connected systems to respond by executing particular be-
haviors.109 

. Procedures for authentication of remote commands 

It is especially important for a neuroprosthetic device to properly authen-
ticate remote commands110 in cases in which the device receives instructions 
from external medical control or support systems that can affect or determine 
the device s impact on critical health functions of its human host. 

. Controls on the execution of mobile code 

By virtue of their highly customized design and structure, many neuro-
prosthetic devices may be incapable of using common mobile code technol-
ogies (such as JavaScript or Flash animations).111 Nevertheless, it is important 
that the designers of neuroprostheses and developers of their operating sys-

                                                 
107 See the device ontologies in Chapters One and Two of Gladden (2017) for possible ways in 
which a neuroprosthetic device may be customized for the unique biological structures and pro-
cesses – potentially as reflected in the unique psychological characteristics or knowledge – of a 
particular human host. 
108 See Chapter One of this text for a discussion of passive neuroprostheses of this sort. Regarding 
boot firmware, see NIST SP 800-53 (2013), pp. F–226-27. 
109 Regarding binary and machine-executable code, see NIST SP 800-53 (2013), p. F–227. 
110 NIST SP 800-53 (2013), p. F–219. 
111 NIST SP 800-53 (2013), p. F–198.  
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tems implement adequate controls to account for the possibility that opera-
tors or hosts may attempt to install mobile code on the devices or that, for 
example, websites visited using a web browser or other software on a neuro-
prosthetic device might attempt to download and execute such code on the 
device. 

. Process isolation 

The use of traditional practices such as hardware separation and thread 
isolation112 may not be possible in the case of neuroprosthetic devices which, 
for example, utilize a physical neural network for storing and processing data.  

F. )nput controls 

. )nput validation procedures 

Information input validation is used to protect systems from being com-
promised through attacks that target the structured messages that are fre-
quently used by an information system for communications between its dif-
ferent components or subsystems and which may include a combination of 
control information, metadata, and raw, unstructured contents.113 If infor-
mation input is not properly validated through adequate prescreening and 
filtering of raw input from external systems or agents, it is possible that an 
adversary could supply carefully designed raw input to one component of a 
system that would then include the raw input in a structured message sent to 
a different component that might erroneously interpret the raw input as 
though it were control information or metadata. With some kinds of sensory 
or cognitive neuroprostheses, for example, there may exist a theoretical pos-
sibility that simply by presenting certain carefully crafted forms and patterns 
of environmental stimuli in such a way that they can be absorbed as raw input 
by a host s sensory organs e.g., perhaps by generating a particular series of 
tones that can be detected by a host s natural ears or auditory neuroprosthe-
ses, displaying certain text or symbols on a monitor viewed by the host s nat-
ural or artificial eyes, writing particular sequences of code as graffiti on the 
side of a building that the host will see, or uttering a particular string of words 
to the host in conversation), such raw input will be passed along to other 
components within the host s neuroprosthetic device or host-device system 
through a structured communication in such a way that the raw input would 
be interpreted as metadata or control information that will be executed or 

                                                 
112 NIST SP 800-53 (2013), pp. F–210-11. 
113 NIST SP 800-53 (2013), p. F–229. 
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otherwise utilized by the neuroprosthesis to generate some action or behav-
ior desired by an adversary.114 

In addition to the purely technical kind of information input validation 
needed to prevent such occurrences, the host or operator of a neuropros-
thetic device may also potentially use such mechanisms for the prescreening 
and filtering of raw input (e.g., stimuli from the external environment detect-
able by sensory organs) to screen out particular kinds of content which the 
host or operator might find objectionable or undesirable on other grounds – 
whether for legal, ethical, cultural, or aesthetic reasons or because the 
blocked or limited types of content have a negative operational impact on the 
functionality of the device or other biological or synthetic systems or pro-
cesses within its host. 

. Controls on embedded data types 

In a similar fashion, controls may need to be implemented to ensure, for 
example, that sense data being received from the external environment by an 
artificial sensory organ does not contain embedded patterns of data that 
would be detected and interpreted by the device as (potentially malicious) 
executable code.115 

. Formulation of security policy filters 

 Security policy filters116 may be implemented in order to filter, for exam-
ple, the kinds of auditory sense data that are permanently recorded by an 
artificial ear not because the device itself is technologically incapable of re-
cording certain kinds of information but because it should not be perma-
nently recorded due to information security considerations. 

                                                 
114 Hansen and Hansen discuss the hypothetical case of a poorly designed prosthetic eye whose 

internal computer can be disabled if the eye is presented with a particular pattern of flashing 

lights; see (ansen & (ansen, A Taxonomy of Vulnerabilities in )mplantable Medical Devices  
(2010). Although that example is of a different sort than the hypothetical cases just presented 

here – insofar as the case presented by Hansen and Hansen might conceivably involve a purely 

physical flaw or other vulnerability in the prosthetic eye that does not involve raw data being 

interpreted as structured data or metadata – it reflects the same basic notion that the functioning 

of a neuroprosthesis could be disrupted or manipulated by providing the device with certain 

kinds of raw data. 
115 Regarding controls on embedded data types more generally, see NIST SP 800-53 (2013), p. F–
15. 
116 NIST SP 800-53 (2013), p. F–16. 
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G. Design of a logical access control architecture 

. Planning of mandatory access controls 

In some cases it may be inappropriate and potentially unethical and illegal 
to implement mandatory (non-discretionary) access controls117 which, for ex-
ample, prevent a device s human host from granting others access to infor-
mation stored in or generated with the aid of the device. For example, imag-
ine a neuroprosthesis that enhances its human host s powers of imagina-
tion;118 if the end-user license agreement acknowledges that the host is the 
sole owner of all intellectual property (such as thoughts and ideas) that are 
generated with the aid of the device, the device should arguably not include 
controls that attempt to place mandatory limits on the user s ability to share 
that property with others and which block the user from utilizing his or her 
discretion in extending access rights to others. 

. Designing for least privilege 

Least privilege 119 may have a unique meaning in the case of some ad-
vanced neuroprostheses whose human hosts are legally and ethically ex-
pected to possess full privileges for all aspects of a device s operation and who 
may determine – not during the development stage of the device but only 
after its implementation – how to assign privileges to other parties, subject to 
regular unilateral modification according to the host s wishes. 

. )solation of access- and flow- control functions 

Security functions that can (and ideally should) be segregated from the 
access- and flow-control enforcement functions built into a device include 
auditing, intrusion detection, and anti-virus functions. 120 In the case of some 

neuroprostheses (such as those utilizing a physical neural network), it may 
not be possible to isolate such functions if they are both stored and executed 
holographically by components that execute many of a device s functions. 

                                                 
117 NIST SP 800-53 (2013), p. F–11. 
118 For discussion of such possibilities, see Cosgrove, Session : Neuroscience, brain, and behav-
ior V: Deep brain stimulation  ; Gasson, (uman )CT )mplants: From Restorative Appli-
cation to (uman Enhancement  ; and Gladden, Neural Implants as Gateways to Digital-

Physical Ecosystems and Posthuman Socioeconomic Interaction  6). 
119 NIST SP 800-53 (2013), p. F–179. 
120 NIST SP 800-53 (2013), p. F–185. 
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(. Design of authentication mechanisms 

. Determination of actions permitted without identification or authentication 

Some advanced neuroprosthetic systems (e.g., those based on a physical 
platform utilizing nanorobots or synthetic neurons) may not be capable of 
carrying out user identification or authentication; in these cases, the devices 
may permit and perform all possible actions without identification or authen-
tication.121 

. Restriction of unencrypted embedded static authenticators 

In the case of neuroprostheses that store information in the form of a 
physical neural network, it may not be possible to force (or even enable) the 
system to store its information in a form that utilizes traditional encryption 
methods.122 

. Planning of device attestation 

Device attestation performs the identification and authentication of a de-
vice based on its configuration and known operating state. 123 Some neuro-
prosthetic devices – such as those comprising physical neural networks124 or 
biological components – may not possess stable, clearly definable configura-
tions or operating states that can be used as the basis for device attestation. 
However, it may be possible to perform attestation on the basis of a crypto-
graphic hash125 that is stored within the device or its components, even if that 
information is not directly utilized by the device itself in performing its nor-
mal functions. 

. Management of user identifiers 

For neuroprosthetic devices that automatically run once activated, with-
out requiring a system logon – or which simply verify that they possess an 
active physical and biological interface with a human host, without determin-
ing who that host is – a device may not utilize any user or administrator ac-
counts and thus there would not be unique account identifiers.126 In other 

                                                 
121 Regarding the InfoSec implications of actions permitted without identification or authentica-
tion, see NIST SP 800-53 (2013), p. F–24-25. 
122 Regarding the encryption of embedded static authenticators, see NIST SP 800-53 (2013), pp. 
F–97-98. 
123 NIST SP 800-53 (2013), p. F–94.   
124 See the device ontology in Chapter One of Gladden (2017) for a discussion of such devices. 
125 NIST SP 800-53 (2013), p. F–94. 
126 See Chapter Three of this text and its discussion of biometrics for the possibility that a neu-
roprosthetic device might detect whether it is situated within a living human being. Regarding 
identifier management, see NIST SP 800-53 (2013), p. F–94. 
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cases, the identifier for a device s human host or operator may not be an ac-
count name or string of text as commonly used but may potentially be an 
image, sound, electromechanical stimulus, or other kind of information that 
in different types of systems may generally be used for purposes of authenti-
cation rather than identification. 

. Planning authenticator management for multiple user accounts 

Some implantable neuroprosthetic devices may not possess multiple ac-
counts  that allow a device s operator or host to log into the system; the device 
may simply begin running once it is supplied with power and activated. In 
effect, such a device has a single account with an automatic logon. Other de-
vices may have specialized accounts for a device s operator s  and potentially 
its human host. 

. Planning of identification and authentication methods for organizational users 

For neuroprosthetic devices that are acquired and operated by individual 
human hosts as consumer electronics devices, the robust systems for identi-
fying and authenticating users127 that are utilized within large institutions 
with dedicated IT and InfoSec personnel may not be available. On the other 
hand, for some kinds of neuroprostheses, a device may only physically be ca-
pable of interacting with the single human being in whose body the device is 
initially installed – thereby eliminating both the need and ability to create 
multiple user accounts or distinguish between organizational and non-organ-
izational users. 

. Planning acceptance of third-party credentials 

Allowing the use of third-party credentials to authenticate non-organiza-
tional users128 of a neuroprosthetic device may be one approach to addressing 
the fact that, for example, the human host of a neuroprosthesis might expe-
rience a medical emergency when he or she is in a public place or otherwise 
unable to rely on specialized medical support services provided by his or her 
employer or healthcare provider. In such a circumstance, emergency medical 
responders who have no previous association with a device s host or operator 
may need to acquire immediate full access to the device and its functionality 
and an ability to override existing settings and control its operation in order 
to provide medical treatment and avoid harm to the host or others. It may be 
possible for local, national, or international governmental agencies, licensing 
and certification bodies, or associations of licensed medical personnel or 
other first responders to serve as third parties issuing credentials to individual 
personnel which the designers, manufacturers, and operators of advanced 

                                                 
127 NIST SP 800-53 (2013), p. F–91. 
128 NIST SP 800-53 (2013), p. F–100. 
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neuroprostheses will allow their devices to accept as authenticators – either 
universally, or perhaps only when a neuroprosthetic device detects that its 
user has entered a particular biological state or is experiencing a particular 
medical condition.129 

. Architecture for adaptive identification and authentication 

Some neuroprosthetic devices may utilize adaptive identification and au-
thentication.130 For example, the host or operator of a motor neuroprosthesis 
may be able to operate an artificial limb within certain nominal physical pa-
rameters without requiring special identification, but attempting to instruct 
the limb to operate in a way that would create a danger of significant damage 
to the device or its host may trigger a request from the system for additional 
authentication information before the instruction is executed. Similarly, for 
reasons of physical or psychological safety, an artificial eye or ear might pos-
sess built-in artificial constraints in the kind or quantity of incoming infor-
mation that will be allowed to reach the conscious awareness of its human 
host; disabling such filters that limit the brightness of visual data or loudness 
of auditory data might be possible only after successfully submitting addi-
tional authentication information.131 

. Design of single sign-on capacities 

If a single human host possesses multiple implanted neuroprostheses, it 
may be desirable for a single system (e.g., one that has direct access to the 
user s cognitive activity and which can be controlled by his or her thoughts) 
to serve as the user s interface with the collection of devices; logging on to 
that single gateway device would simultaneously give the user access to the 
other implanted systems.132 

. Designing password-based authentication 

For some kinds of neuroprosthetic devices that interface directly with the 
conscious mental processes of their human host, a host s authenticator could 
potentially be a particular thought or memory (or the context surrounding 

                                                 
129 For a discussion of certificate schemes, see, Chapter Three of this text and, e.g., Cho & Lee 

, and Freudenthal et al., Practical techniques for limiting disclosure of RF-equipped med-
ical devices  . Regarding the ability of )MDs to detect a medical emergency that is being 
experienced by a device s human host, see Denning et al., Patients, pacemakers, and implantable 
defibrillators: (uman values and security for wireless implantable medical devices  , pp. 
921-22. 
130 See NIST SP 800-53 (2013), p. F–102. 
131 For a discussion of psychological, social, and cultural factors that might cause the host of an 
implanted device to intentionally ignore, disable, or otherwise subvert a device s security features 
and mechanisms – even to the extent of causing self-harm – see Denning et al. (2010). 
132 Regarding single sign-on approaches, see NIST SP 800-53 (2013), p. F–92. 
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that memory) rather than a password as understood in the traditional sense 
of a discrete string of characters.133 An internal thought used as a password 
may take on a slightly different form each time it is expressed by its user, thus 
it may need to be authenticated using some statistical means (perhaps em-
ploying a neural network) rather than determining whether it precisely 
matches some discrete piece of information used as a reference. 

. Design of authentication methods based on hardware tokens 

In the case of implantable neuroprosthetic devices, it may be possible to 
utilize a hardware token-based authenticator that is implanted elsewhere in 
the body of a neuroprosthetic device s human host.134 While the ongoing 
physical proximity of the hardware token to the neuroprosthetic device does 
not in itself guarantee that the device is still implanted within its human host, 
the fact that a hardware token is no longer in physical proximity to its asso-
ciated neuroprosthetic device could indicate either that the neuroprosthetic 
device has been removed from its host (and should thus automatically deac-
tivate itself and potentially wipe stored information) or that the security of 
the portion of the host s body in which the token was stored has been com-
promised (which, in some circumstances, may also be a condition that should 
trigger automatic deactivation of the neuroprosthesis and the wiping of in-
formation stored within it). It is also possible that implanted neuroprosthetic 
devices themselves could be used as authenticators to grant their host access 
to other (external) information systems. 

. Biometric authentication 

Traditional biometric authentication methods do not require an exact 
match between the biometric data presented by an individual who wishes to 
access a system and the stored biometric data used as an authenticator; a 
number of both false positives and false negatives are to be expected.135 Be-
cause of their unique (and potentially long-term or even permanent) inter-
face with the biological structures and processes of their human host, neuro-

                                                 
133 Elements that could be employed in such an approach are discussed, e.g., in Thorpe et al. 

(2005); Mizraji et al. (2009); and Gladden, Cryptocurrency with a Conscience  . Regarding 

password-based authentication more generally, see NIST SP 800-53 (2013), p. F–96-97. 
134 Regarding hardware-based authentication, see NIST SP 800-53 (2013), p. F–98. For the use of 

RFID implants as authenticators, see Rotter et al., Potential Application Areas for RFID Im-

plants  . See Chapter Three of this text for a discussion of the advantages and disadvantages 

of using external hardware tokens to allow medical personnel emergency access to an IMD. 
135 NIST SP 800-53 (2013), p. F–98. 
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prosthetic devices may be able to utilize newly developed biometric technol-
ogies and methods that are not possible for other kinds of information sys-
tems.136 

. Planning of authentication feedback to users 

Insofar as the process of identification and authentication might take 
place entirely within the cognitive processes of a neuroprosthetic device s hu-
man host, it may be possible for the device to provide full authentication 
feedback to the device s host e.g., displaying the actual characters of a pass-
word that is being mentally typed  by the device s host, without replacing the 
characters with asterisks to obscure their value), without the worry that the 
feedback may be observed or intercepted by unauthorized parties using 
methods such as shoulder surfing.137 

). Design of session controls 

. Planning of session authenticity controls 

Information systems utilize controls that protect the authenticity of ses-
sions in order to guard against phenomena like man-in-the-middle attacks 
and session hijacking.138 Some kinds of neuroprosthetic devices (such as those 
that possess physical neural networks and interact through ongoing synaptic 
communication with a human host who is also a device s operator  may not 
utilize sessions or other commonly employed control practices such as user 
accounts or authentication. 

. Restrictions on concurrent sessions 

For some kinds of neuroprostheses (e.g., those that include a physical neu-
ral network that interacts directly with the memory mechanisms of their 
host s brain , the number of concurrent sessions139 may be limited for tech-
nological reasons to a single session – namely, that associated with the de-
vice s human host. 

. )mplementation of session lockout in response to inactivity 

Automatically terminating a session after a predetermined period of inac-
tivity140 may be hazardous with neuroprosthetic devices whose operator and 

                                                 
136 See Chapter Three of this text for a more in-depth investigation of unique possibilities for the 
use of biometrics with neuroprosthetic devices. 
137 See NIST SP 800-53 (2013), p. F–99. 
138 NIST SP 800-53 (2013), p. F–201. 
139 NIST SP 800-53 (2013), p. F–23. 
140 NIST SP 800-53 (2013), p. F–23. 
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host expect or require that a device always be ready to provide access and 
service, without the delay that would be required for reauthentication.141 

. Design of automatic session termination procedures 

Session termination142 may be impossible to implement for some kinds of 
neuroprosthetic devices. A device consisting of synthetic neurons that are 
fully integrated into the natural biological neural network of their host s brain 
may in effect run a single session  that will last throughout the host s remain-
ing lifetime. 

J. Wireless and remote-access protections 

. Preventing information leakage resulting from stray electromagnetic emissions 

A neuroprosthetic device should be protected against the intentional or 
unintentional release of information to an untrusted environment from elec-
tromagnetic signals emanations. 143 This may be especially difficult when 
multiple devices implanted within a single host form a body area network 
(BAN) or body sensor network (BSN) whose components communicate with 
one another through wireless signals; the use of components that transmit 
signals through bodily tissue using means that do not broadcast signals into 
the atmosphere may reduce that risk. 

The danger of information leakage may also be relatively high in the case 
of a neuroprosthetic device implanted within the interior of its host s body 
that possesses no physical port or socket accessible on the external surface of 
the body and which must communicate with external diagnostic, control, or 
support systems utilizing wireless means. 

. Planning of remote access methods 

A neuroprosthetic device implanted in a human host may need to re-
motely access or be accessed by systems144 that belong, for example, to the 
device s manufacturer, operator, or a dedicated medical support team. Auto-
mated monitoring, encryption, and use of managed access control points may 
be desirable in such circumstances. Such access need not necessarily be wire-
less, if a neuroprosthetic device has an external port that allows for a wired 
connection. 

                                                 
141 See Chapter Three of this text for a discussion of the need for 100% availability for some kinds 
of neuroprosthetic devices. 
142 NIST SP 800-53 (2013), p. F–24. 
143 NIST SP 800-53 (2013), p. F–138. 
144 See NIST SP 800-53 (2013), p. F–28. 
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. Protection against wireless jamming and electromagnetic interference 

A system can potentially be protected from intentional jamming through 
the use of unpredictable wireless spread spectrum waveforms, while other 
technologies may provide protection against unintentional jamming or inter-
ference (e.g., from nearby devices using the same wireless frequencies).145 This 
is especially important in the case of neuroprosthetic devices whose activity 
can have a critical impact on the health of their human host and whose suc-
cessful functioning depends on effective wireless communication with other 
implanted devices or external support systems. 

K. Design of backup capabilities 

. Planning of alternate data processing site s  

The use of alternate processing sites146 for the processing of information 
by a neuroprosthetically augmented information system may not be possible 
if the act of processing is in part performed by the neurons within the host s 
brain or other biological systems within the host s body or if processing can 
only be carried out by a device when it enjoys a direct physical interface with 
the host s brain or body. 

. Planning of alternate data storage site s  

The use of an alternate storage site147 external to the body of a device s 
human host for storing information generated by an implanted neuropros-
thetic device may not be possible for some devices that store information in 
particular kinds of systems (such as a physical neural network148) or which 
lack an adequate means of transmitting the relevant quantity and type of in-
formation to external systems. 

. Design of backup communications systems 

A neuroprosthetic device may or may not be capable of using general-pur-
pose communications technologies and services as a backup system if the de-
vice s own telecommunications system which may be proprietary or demon-
strate unique specifications for its speed, capacity, and format) were to fail or 
be disrupted.149 

                                                 
145 NIST SP 800-53 (2013), p. F–211. 
146 NIST SP 800-53 (2013), pp. F–83-84. 
147 NIST SP 800-53 (2013), p. F–83. 
148 See the device ontology in Chapter One of Gladden (2017) for a discussion of the structure 
and mechanics of such systems that include or comprise physical artificial neural networks. 
149 Regarding contingency planning for telecommunications services, see NIST SP 800-53 (2013), 
p. F–85. 
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. Design of information backup methods 

For some kinds of advanced neuroprostheses (such as those utilizing a 
complex physical neural network and holographic storage system) it may be 
impossible to create a coherent backup, insofar as this would require taking 
a snapshot  of the entire constantly-changing system at a single instant, but 
the processes available for detecting and recording the state of information 
within the system s components can only scan components sequentially and 
require a long period of time to complete a single full scan of the system.150 

. Planning of safe mode behavior for devices 

For some kinds of neuroprosthetic devices it may be desirable to develop 
a safe mode151 with a predefined and limited set of features and operations 
that can either be manually activated by a device s operator or human host if 
it becomes apparent that the host is entering (or about to enter) some situa-
tion in which unrestricted operation of the device would be hazardous to the 
host or others or which will be automatically activated if the device detects 
that certain conditions are met.152 Note that if activating a device s safe mode 
will result in a loss of consciousness or in some other impairment for the de-
vice s host, then the device may also need to possess a mechanism for deter-
mining when to automatically exit safe mode and resume normal operations, 
insofar as the host would not be able to manually initiate such an action. 

L. Component protections 

. Controls to assure component authenticity 

Preventing the use of counterfeit components is especially important in 
the case of neuroprosthetic devices in which the discovery that counterfeit 
components (which may potentially be constructed from toxic materials or 
of otherwise substandard quality) had been used in a neuroprosthetic device 

                                                 
150 Regarding related technologies that have been proposed by some transhumanists as a possible 

path toward brain emulation of mind uploading,  see Koene, Embracing Competitive Balance: 
The Case for Substrate-)ndependent Minds and Whole Brain Emulation  ; Proudfoot, Soft-
ware )mmortals: Science or Faith?  ; Pearce ; (anson, )f uploads come first: The 
crack of a future dawn  ; and Moravec, Mind Children: The Future of Robot and Human 

Intelligence (1990). Regarding information system backups, see NIST SP 800-53 (2013), p. F–87. 
151 NIST SP 800-53 (2013), p. F–89.  
152 Regarding the possibility that an IMD could discern when, e.g., a medical emergency is being 

experienced by its human host, see Denning et al. (2010), pp. 921-22. See Chapter Three of this 

text for a broader discussion of failure modes for neuroprosthetic devices during emergency sit-

uations. 
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may necessitate complex, expensive, dangerous, and legally and ethically 
fraught surgery to extract a device and replace the components.153 

. Customized design for critical device components 

For some kinds of neuroprosthetic devices, the in-house development of 
customized, nonstandard components (which may be less vulnerable to 
standard attacks that adversaries might be likely to employ154) may be a nat-
ural and even necessary aspect of a device s development. For example, in the 
case of neuroprostheses that utilize biological components that incorporate 
a host s DNA or whose security functionality depends on unique features of 
the host s mind such as memories unique to that host155), each device may in 
effect be deeply customized and nonstandard.  

. Designing approaches to device identity and traceability 

For neuroprostheses that are housed permanently within the body of a 
human host and that cannot easily be physically inspected or extracted, the 
confirmation of identity and traceability of such devices and their compo-
nents may need to be accomplished using technologies such as RFID tags156 
that can be checked wirelessly by a reader external to a host s body. )n the 
case of some kinds of advanced neuroprostheses utilizing biological compo-
nents, it may be possible to incorporate identifying marks, codes, supporting 
documentation, and other information into the genetic sequences of the bi-
ological material.157 

. Planning tamper-resistance mechanisms for the entire SDLC 

The tamper-resistance mechanisms that are legally and ethically permis-
sible and practically feasible during the pre-implantation production and 
testing of a neuroprosthetic device may be entirely different from those that 
are possible and desirable during the operations and maintenance or disposal 
phases of the device s SDLC.158 

                                                 
153 For medical risks relating to surgery for the implantation of even simple  implants such as 

passive RF)D devices, see Rotter et al., Passive (uman )CT )mplants: Risks and Possible Solu-
tions  . Regarding component authenticity, see NIST SP 800-53 (2013), p. F–180. 
154 See NIST SP 800-53 (2013), p. F–181. 
155 See Chapter Three of this text for a discussion of the possibility of using a host s thoughts and 
memories as biometric access controls. 
156 Regarding identity and traceability, see NIST SP 800-53 (2013), p. F–172. 
157 For such possibilities, see Church et al. (2012). 
158 Regarding the development of tamper-resistance mechanisms for multiple phases of the 

SDLC, see NIST SP 800-53 (2013), p. F–180. 
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. Removal of unsupported system components 

Typical best practices of removing and replacing system components159 
once they are no longer supported by their designer, manufacturer, or pro-
vider may be difficult or impossible to implement in the case of devices that 
have been implanted in a human host and whose removal would require com-
plex, expensive, or dangerous surgical procedures or would otherwise create 
a possibility of physical or psychological harm for a device s host. 

M. Controls on external developers and suppliers 

. OPSEC activities targeted at device or component suppliers 

An organization may employ utilize operations security practices and 
safeguards in relation to current and potential suppliers.160 In that context, 

OPSEC is a process of identifying critical information and subsequently an-

alyzing friendly actions attendant to operations and other activities to: (i) 

identify those actions that can be observed by potential adversaries; (ii) 

determine indicators that adversaries might obtain that could be inter-

preted or pieced together to derive critical information in sufficient time to 

cause harm to organizations; (iii) implement safeguards or countermeas-

ures to eliminate or reduce to an acceptable level, exploitable vulnerabili-

ties; and (iv) consider how aggregated information may compromise the 

confidentiality of users or uses of the supply chain.161 

As employed by some organizations, OPSEC practices and tactics may 
sometimes lead an organization to withhold critical mission/business infor-
mation from suppliers and may include the use of intermediaries to hide the 
end user, or users, of information systems, system components, or infor-
mation system services. 162 Before they can be implemented, careful attention 
must be given to the legal and ethical implications of such OPSEC practices 
in the case of advanced neuroprosthetic devices. For example, a supplier that 
is led to believe that it is producing components for use in neuroprosthetic 
devices to be implanted in mice for experimental research may utilize a dif-
ferent level of care in producing the components (and, indeed, may make a 
different decision about whether to enter into a contract to supply the com-
ponents) than it would have done had it been aware of the fact that its com-
ponents would be incorporated into neuroprostheses to be implanted in hu-
man hosts for use in their performance of critical tasks – even if the supplier s 
knowledge of the true circumstances of the devices  ultimate use would not 
in any way have affected the specifications of the components that the client 

                                                 
159 NIST SP 800-53 (2013), p. F–182. 
160 NIST SP 800-53 (2013), p. F–171. 
161 NIST SP 800-53 (2013), p. F–171. 
162 NIST SP 800-53 (2013), p. F–171. 
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organization had asked the supplier to produce. Complex problems involving 
legal liability, moral responsibility, corporate social responsibility, and in-
formed decision-making can arise if OPSEC activities prevent the free and 
robust flow of accurate information between an organization, its suppliers, 
and other parties involved with the development and implementation of ad-
vanced neuroprosthetic devices. 

On the other hand, in situations in which the personal health information 
and sensitive data about the cognitive processes (including thoughts, memo-
ries, and emotions) of particular human hosts is involved, an organization 
may have a legal and ethical responsibility not only to conceal the detailed 
information that is received, stored, generated, or transmitted by the neuro-
prosthetic devices that it operates but even any incidental or circumstantial 
information that could potentially be used by suppliers to ascertain (or even 
guess at  the identity of a device s human host.163 This may be especially im-
portant in cases in which a host is a significant political, business, artistic, or 
entertainment figure, a military or police operative, or some other individual 
whom unauthorized parties may have a particular interest in observing, steal-
ing information from, blackmailing, extorting, or otherwise compromising or 
exploiting (i.e., through so-called whaling  attacks . 

. Formulation of procedures, standards, and tools for developers 

With advanced neuroprosthetic devices, it is especially important that 
suppliers and developers follow a well-defined and thoroughly documented 
development process for components and services, since in the case of un-
foreseen operational emergencies (such as a critical negative impact on the 
health of a device s human host that arises unexpectedly  it may be necessary 
to quickly retrace and analyze steps in the development of a component or 
service in order to formulate a response that can prevent serious harm to the 
device s host or to others.164 

. Security testing policies for third-party developers  
Some practices that an organization may typically require of third-party 

software providers – such as static code analysis and manual code analysis165 

                                                 
163 For discussions of such issues, see Kosta & Bowman (2012); McGee (2008); Shoniregun et al., 

)ntroduction to E-Healthcare Information Security  ; (ildebrandt & Anrig ; and 
Brey (2007). 
164 Regarding the creation of development processes, standards, and tools, see NIST SP 800-53 

(2013), p. F–174. 
165 NIST SP 800-53 (2013), pp. F–166-69.  
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may not be relevant or possible in cases in which, for example, neuropros-
thetic devices include physical neural networks that do not execute programs 
or code as traditionally understood.166 

 . Supervision of developer configuration management 

Effective monitoring and supervision of developers  configuration man-
agement167 by an organization is especially important in cases where the de-
veloper of, for example, the OS or software applications installed in im-
planted neuroprosthetic devices maintains direct access to the software and 
periodically pushes out software updates, patches, or configuration changes 
to devices that are implanted and in use.168 

. Protections for component supply chains 

It is possible that adversaries may choose to identify and target an organ-
ization s supply chain of components or services needed for the design, pro-
duction, implementation, maintenance, or operation of organizational infor-
mation systems rather than directly targeting the information systems them-
selves. NIST SP 800-53 thus notes that Supply chain risk is part of the ad-
vanced persistent threat APT 169 that organizations face. An adversary could 
potentially execute such an attack by compromising a supplier and covertly 
corrupting or manipulating the supplier s production processes, so that com-
ponents produced by the supplier for an organization have been produced 
using improper materials that will disintegrate, break, or otherwise fail (or, 
in the case of an advanced neuroprosthesis, potentially poison a device s host 
or release other biologically or psychologically active agents into the host s 
body) after the information system is in use, or components may have been 
corrupted with malware or designed with unauthorized backdoors that will 
allow adversaries unauthorized access to the system after it is in use.170 In the 
case of some advanced neuroprosthetic devices, the number of suppliers pro-
ducing certain necessary components may (at least initially) be quite small: 
such a phenomenon is disadvantageous, insofar as it bars an organization 

                                                 
166 For a discussion of, e.g., neuroprosthetic devices based on physical neural networks that do 
not execute traditional programs, see the device ontology in Chapter One of Gladden (2017). 
167 NIST SP 800-53 (2013), pp. F–164-66. 
168 See Chapter Five of this text for a discussion of the roles and responsibilities of OS and appli-
cation developers for neuroprosthetic devices. 
169 NIST SP 800-53 (2013), p. F–170. 
170 Regarding backdoors intentionally built into implantable medical devices to allow emergency 
access to medical personnel – which could potentially be exploited by sufficiently knowledgeable 
adversaries – see Clark & Fu, Recent Results in Computer Security for Medical Devices  ; 
(alperin et al., Security and privacy for implantable medical devices  ; and Chapter Three 
of this text. 
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from pursuing the typical approach of minimizing supply chain risk by ac-
quiring components from multiple suppliers, although it is potentially advan-
tageous, insofar as it allows an organization to concentrate its information 
security resources and efforts on securing the operations of just a single sup-
plier or small group of suppliers. 

. Scrutiny of external information system services and providers  
When engaging external information system service providers171 in rela-

tion to advanced neuroprostheses, an organization must be careful that the 
external service providers do not receive access to the biological processes of 
devices  human hosts in a way that may be illegal or unethical; consent that 
has been given by the hosts for the organization to access and use information 
or to manipulate their internal biological or cognitive processes may or may 
not apply to external service providers acting on behalf of the organization. 
Moreover, it is not enough for an organization to satisfy itself that it does not 
possess conflicts of interest or other potentially harmful characteristics that 
could impair or call into question its ability to ensure the information security 
of devices  human hosts; an organization should also seek and obtain assur-
ance that potential external service providers do not possess conflicts of in-
terest, ulterior motives, or other traits that may give reasons for neglecting or 
actively compromising the information security of neuroprosthetic devices  
human hosts, either as a group or in specific cases (e.g., with regard to human 
hosts who are significant political, military, business, or entertainment fig-
ures or otherwise likely targets of whaling attacks). 

SDLC stage : device deployment in the host-device system and 
broader supersystem 

The third stage in the system development life cycle includes the activities 
surrounding deployment of a neuroprosthetic device in its human host (with 
whom it forms a biocybernetic host-device system) and the surrounding or-
ganizational environment or supersystem. The development or implementa-
tion of security controls in this stage of the SDLC is typically performed by a 
device s operator with the active or passive participation of its human host. 
Such controls are considered below. 

A. Environmental protections 

. Fire protection methods 

Although it may not be possible to build full fire-suppression systems di-
rectly into neuroprosthetic devices, some devices that are composed of flam-
mable materials or whose operation has the potential to generate excessive 

                                                 
171 NIST SP 800-53 (2013), pp. F–162-64. 
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heat or sparks may need to at least include built-in fire-detection systems, 
with a device s host or operators maintaining external fire-suppression sys-
tems that are always available for use in emergencies.172 

. Design of temperature and humidity controls 

It may be crucial to implement systems that maintain a neuroprosthetic 
device within a predetermined range of temperatures and which ensure that 
other internal and external environmental conditions are maintained – not 
only to ensure that the device remains within appropriate operating parame-
ters but also that surrounding biological tissue and processes (which may be 
sensitive to even minute temperature changes) are not damaged by excessive 
heat or other emissions from the unit.173 

. Planning the location of information system elements 

General best practices include choosing – insofar as is feasible – to house 
information system components in a location that is protected against flood-
ing, fire, tornados, earthquakes, hurricanes, acts of terrorism, vandalism, 
electromagnetic pulse, electrical interference, and other forms of incoming 
electromagnetic radiation  and which lacks physical entry points where un-
authorized individuals, while not being granted access, might nonetheless be 
in close proximity to information systems and therefore increase the poten-
tial for unauthorized access to organizational communications (e.g., through 
the use of wireless sniffers or microphones . 174 In the case of advanced neu-
roprosthetic devices, the fact that a device s human host is potentially able to 
take a device anywhere in the world may make it difficult or impossible to 
prevent the neuroprosthesis from being brought into areas exposed to such 
situations – a danger that is present for other types of mobile devices more 
generally. 

. Design of emergency power systems 

For some kinds of neuroprosthetic devices, it may be possible and desira-
ble to utilize an emergency power system175 (such as one that requires an ex-
ternal power cable to be plugged into a visible external port or jack in a neu-
roprosthetic device) that is not practical in non-emergency situations, when 
a device s host expects to be able to move freely at will between different en-
vironments without the need to be plugged into a fixed power source. Small 
internal batteries may also be able to provide emergency power for a limited 

                                                 
172 Regarding fire protection, see NIST SP 800-53 (2013), p. F–135. 
173 Regarding temperature and humidity controls, see NIST SP 800-53 (2013), p. F–135. 
174 NIST SP 800-53 (2013), p. F–137.  
175 NIST SP 800-53 (2013), p. F–134. 

“Preventive Security Controls for Neuroprosthetic Devices and Information Systems,” Chapter Six in  

Gladden, Matthew E., The Handbook of Information Security for Advanced Neuroprosthetics (Second Edition), pp. 178-247. 

Indianapolis: Synthypnion Academic, 2017. ISBN 978-1-944373-09-2 (print edition) and 978-1-944373-10-8 (ebook).



Chapter Six: Preventive Security Controls  •  227 

period of time, even if they would be inadequate for powering a device for 
sufficiently long periods during everyday non-emergency use. 

B. Contingency planning 

. Development of contingency plans 

The development of effective contingency plans176 for advanced neuro-
prosthetic devices is essential, insofar as a failure or disruption in service for 
some devices may instantaneously result in life-threatening harm for a de-
vice s human host or others. A contingency plan may contain procedures for 
continuing or resuming either all or some of a device s functions and preserv-
ing critical assets in the face of various disruptions – if not through the device 
itself then through other available systems. 

. Contingency training 

Contingency training177 may be especially important for a device s human 
host if the failure or disruption of the device s service will leave the host with 
only a limited window of time in which to carry out critical remedial actions 
before the service failure leaves the host incapacitated and unable to carry 
out such steps. 

. Testing of contingency plans 

Some kinds of contingency plan testing (such as the use of walk-throughs 
and checklists)178 may be easy to carry out; however, an accurate full-scale 
simulation of some kinds of contingencies may be difficult to perform insofar 
as it would require simulating certain kinds of mental phenomena or inca-
pacities on the part of a human host and the impact that these would have 
on the host, and replicating such conditions cannot be accomplished without 
causing actual harm to the host. 

C. Tracking of system component inventory 

A neuroprosthetic system s operator should ideally keep an inventory of 
all devices in use that records each device s manufacturer, device type, 
model, serial number, and physical location. 179 However, in the case of some 
neuroprosthetic devices (such as those grown or assembled from living bio-
logical material or comprising a swarm of myriad nanorobots) it may be dif-

                                                 
176 NIST SP 800-53 (2013), p. F–78. 
177 NIST SP 800-53 (2013), p. F–81. 
178 NIST SP 800-53 (2013), p. F–82. 
179 NIST SP 800-53 (2013), p. F–73. 

“Preventive Security Controls for Neuroprosthetic Devices and Information Systems,” Chapter Six in  

Gladden, Matthew E., The Handbook of Information Security for Advanced Neuroprosthetics (Second Edition), pp. 178-247. 

Indianapolis: Synthypnion Academic, 2017. ISBN 978-1-944373-09-2 (print edition) and 978-1-944373-10-8 (ebook).



228  •  The Handbook of Information Security for Advanced Neuroprosthetics 

ficult to adequately capture the nature of a particular device using such de-
scriptors, as each device may, in effect, be wholly unique and possess a form 
that is constantly shifting and evolving.180 

D. Selection of device recipients and authorization of access 

In the case of neuroprostheses operated by large institutions (e.g., devices 
operated by a military or intelligence agency for intelligence-gathering pur-
poses), an organization may maintain comprehensive and detailed records of 
which human beings are serving as the hosts for which devices; no other hu-
man beings are authorized to serve as the hosts for those devices, and the list 
of other individuals (e.g., organizational medical personnel) who are author-
ized to gain physical access to the devices is limited. On the other hand, with 
neuroprosthetic devices that are sold to the public through retail outlets as 
consumer electronics devices, there may be no reliable centralized record of 
which devices are implanted in which human beings and who is a device s 
authorized  operator.181 

E. Physical hardening of the host-device system and supersystem 

. Restrictions on the use of portable media 

For computers that are permanently physically located within a secured 
and supervised facility belonging to an organization, it may be possible for 
the organization to create and enforce administrative, logical, and physical 
controls (such as metal cages surrounding the computers182) that block users 
from utilizing ports or slots on the computers to insert portable storage me-
dia such as flash memory cards. In the case of neuroprosthetic devices im-
planted in human beings who are free to travel wherever they want and who 
may enter diverse kinds of environments and situations, it may not be possi-
ble to implement controls that will always reliably prevent portable storage 
media from being inserted into a neuroprosthetic device s slots and ports; if 
preventing the unauthorized use of portable storage media is a top priority, 
it may be necessary for the device s designer and manufacturer to construct 
the device in such a way that no such ports or connections are present and 
any effort to add them by an unauthorized user would disable the device.183 

                                                 
180 Such a possibility would raise challenges for use of the device ontology presented in Chapter 
One of Gladden (2017): in that case, the ontology would become a way of specifying a device s 
general structural and operational parameters rather than its exact current characteristics. 
181 Regarding physical access authorizations, see NIST SP 800-53 (2013), pp. F–127-28. 
182 NIST SP 800-53 (2013), p. F–124. 
183 See the device ontology in Chapter One of Gladden (2017) for different aspects of a neuropros-
thetic device s physical structure and accessibility, including the presence or absence of physical 
input and output mechanisms. 
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. Controls on access to ports and )/O mechanisms 

For implantable neuroprosthetic devices which, for some reason, are re-
quired to include physical connection ports (e.g., USB or specialized propri-
etary ports) or input/output devices (such as microSD card readers or spe-
cialized proprietary memory chip readers) that are accessible from the exte-
rior of their host s body, it may be desirable from the perspective of infor-
mation security to disable such I/O devices at all times except for occasions 
when they are enabled through an explicit command from the operator of a 
neuroprosthesis or occasions when a medical emergency experienced by a 
neuroprosthetic device s host causes the ports and )/O devices to be automat-
ically enabled in order to allow for the delivery of medical treatment by emer-
gency personnel.184 

Note that the legal, ethical, and practical implications of such design de-
cisions must be carefully considered: for example, if it is commonly known 
that a neuroprosthetic device s exterior connection ports and )/O devices will 
be automatically enabled in the case of particular kinds of medical emergen-
cies experienced by the device s human host, an adversary could potentially 
purposefully induce a relevant kind of medical emergency for the device s 
host (e.g., through a physical, biological, or chemical attack or intervention) 
in order to gain access to fully enabled connection ports or I/O devices that 
the adversary can use to compromise the neuroprosthetic device. 

. Limitations on implants  wireless transmission levels for )nfoSec- and safety-
related reasons 

Limiting the power levels of wireless transmissions185 from a mobile device 
or utilizing directional antennas is a useful practice for reasons of ensuring 
information security; in the case of some implantable neuroprosthetic de-
vices it may also be desirable to help ensure the long-term health and safety 
of a device s host and avoid undesirable interference with other implanted 
systems.186 

. Use of lockable casings for devices 

Depending on the nature of a neuroprosthetic device, it may be necessary 
to ensure that legitimate, licensed emergency personnel have a way to unlock 

                                                 
184 See Chapter Three of this text for a discussion of allowing special access to neuroprosthetic 
devices during health emergencies that affect their human host. Regarding access to ports and 
I/O devices, see NIST SP 800-53 (2013), p. F–212. 
185 NIST SP 800-53 (2013), p. F–30. 
186 See Chapter Three of this text for a discussion of the reliance on wireless communication with 
external systems that is characteristic of many kinds of implantable neuroprosthetic devices. 
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or bypass lockable casings187 in order to physically access a device when 
providing emergency medical treatment to its human host.188 

F. Logical hardening of the host-device system and supersystem 

. Verification of transmission source and destination points 

Even when a neuroprosthetic device is intended solely to transmit infor-
mation between different systems that are permanently embedded within the 
body of its human host and not to the external environment, controls may 
need to be implemented to ensure that the origin and destination points of 
such communications are indeed the intended systems.189 

. Prevention of electronic discovery of devices or components 

Neuroprosthetic devices that consist largely or entirely of biological ma-
terial may possess a natural ability to prevent their detection as information 
systems (or components of such systems) by sensors or other detection mech-
anisms that are designed to identify, locate, and analyze conventional elec-
tronic information systems.190 

. Restrictions on wireless transmission strength to reduce detection potential 
Even if adversaries are unable to decipher the contents of messages that 

are being wirelessly transmitted by a particular device, simply being able to 
detect the existence of the device and the fact that it is transmitting signals 
and to potentially pinpoint its geospatial location provides an adversary with 
useful information. Reducing the strength of wireless transmissions from an 
implanted neuroprosthetic device may reduce its detectability.191 Some kinds 
of implantable neuroprosthetic devices may already be restricted to utilizing 
low-power transmissions in order to avoid causing potential harm or disrup-
tive side-effects for biological systems and material within their host s body 
(e.g., heat generated by the absorption of radio frequency radiation).192 At the 
same time, transmission signal strengths must be sufficient to ensure that 

                                                 
187 Regarding such casings, see NIST SP 800-53 (2013), p. F–129. 
188 For a discussion of emergency access to implantable neuroprosthetic devices, see Chapter 
Three of this text as well as Clark & Fu ; Rotter & Gasson, )mplantable Medical Devices: 
Privacy and Security Concerns  ; and (alperin et al. (2008). 
189 Regarding the related concept of domain verification, see NIST SP 800-53 (2013), p. F–17. 
190 Regarding methods to prevent the electronic discovery of devices or components, see NIST 
SP 800-53 (2013), p. F–191. 
191 Regarding methods for reducing the potential detection of wireless transmissions or devices, 
see NIST SP 800-53 (2013), p. F–211. 
192 See Zamanian & (ardiman, Electromagnetic radiation and human health: A review of sources 
and effects  . 
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physical or psychological harm does not result for a device s host due to a 
device s failure to execute successful wireless communications with other im-
planted devices or external medical support or control systems. 

. Signal parameter identification to detect deceptive communications 

Some information systems may utilize radio fingerprinting techniques  to 
identify and track particular devices according to the signal parameters dis-
played by their wireless transmissions; conversely, other devices may attempt 
to elicit communications from or manipulate communications with a system 
by intentionally imitating the signal parameters of a particular device that is 
already trusted by the system.193 Utilizing appropriate techniques (such as 
anti-fingerprinting mechanisms employing unpredictable signal parameters) 
to counter such possibilities is especially important in the case of neuropros-
thetic devices whose only means of communication with necessary external 
support and control systems is through wireless transmissions.194 

. Protections against spam 

For individuals possessing advanced neuroprostheses that edit or replace 
their natural sensory input to create an experience of augmented or virtual 
reality,195 spam might come in the form of messages, advertisements, alerts, 
or any other kind of virtual audiovisual or other sensory phenomena designed 
to elicit some behavior from a neuroprosthetic device s host. For individuals 
possessing some kinds of advanced cognitive neuroprostheses, spam may po-
tentially even take the form of memories, emotions, desires, beliefs, or other 
mental phenomena that are directly inserted into or created or altered within 
a host s cognitive processes by some external agent.196 

Some kinds of neuroprosthetic devices may be able to utilize spam pro-
tection mechanisms that learn what is spam by directly detecting the physical 
or psychological reaction presented by a device s human host to incoming 
messages and stimuli, thereby supplementing or enhancing traditional learn-
ing mechanisms such as Bayesian filters that are often employed in spam pro-
tection systems.197 

                                                 
193 NIST SP 800-53 (2013), p. F–212. 
194 See Chapter Three of this text for a discussion of the reliance on wireless communications 
that is found with many kinds of implantable neuroprosthetic devices. 
195 For the possibility that a device that has been designed to receive raw data from the external 
environment could have that data supplemented or replaced by other data transmitted from 
some external information system (which could create new opportunities for the delivery of 
spam content), see Koops & Leenes, Cheating with )mplants: )mplications of the Hidden Infor-
mation Advantage of Bionic Ears and Eyes  . 
196 Regarding protections against spam, see NIST SP 800-53 (2013), p. F–228. 
197 Regarding anti-spam systems utilizing a continuous learning capability, see NIST SP 800-53 
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. Protections against data mining 

Some kinds of neuroprosthetic devices (such as those that utilize physical 
neural networks and holographic storage mechanisms) may inherently pos-
sess robust protections against many typical data-mining technologies or 
techniques.198 

G. Device initialization and configuration controls 

. Specification of baseline configurations 

It may be difficult or impossible to specify a baseline configuration199 for 
some kinds of advanced neuroprostheses, such as a mnemocybernetic device 
consisting of a physical artificial neural network that is integrated at the syn-
aptic level with natural neurons in the host s brain and which does not have 
a set of discrete settings that can be centrally updated and applied to all indi-
vidual neurons throughout the system after it has been activated. It may be 
impossible to intentionally roll back such a device to a previous configuration 
(or even to identify what such a configuration might be). 

. Automatic configuration changes 

Some neuroprosthetic devices may possess a configuration that is contin-
uously altered in automatic response to stimulation and other activity by the 
host s biological systems with which a device is integrated, without any 
means for its operator to directly control the configuration changes.200 

. Analysis of the )nfoSec impact of configuration changes 

For some neuroprosthetic devices it may not be possible to fully analyze 
the security impact of potential configuration changes prior to actually im-
plementing them, if a device s exact response to the changes depends on the 
precise action of psychological or biological processes within the device s hu-
man host that cannot be simulated in a virtual test environment.201 

. Dangers of design for least functionality 

In the case of a neuroprosthesis that is designed primarily to provide some 
necessary medical service or functional enhancement to its human host ra-
ther than to secure particular information, there may be non-security reasons 

                                                 

(2013), p. F–228. 
198 Regarding data mining protections, see NIST SP 800-53 (2013), p. F–35. 
199 NIST SP 800-53 (2013), p. F–64. 
200 Regarding configuration change control, see NIST SP 800-53 (2013), p. F–66. 
201 Regarding analyses of the security impact of configuration changes, see NIST SP 800-53 (2013), 
p. F–68. 
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for the device to offer the greatest functionality possible rather than the least 
allowable.202 

. Non-privileged access for non-security-related device functions 

With some kinds of neuroprosthetic devices, it may be a technological and 
functional necessity for a device s operator or host to possess privileged ac-
cess to the system, even when it is being used to perform non-security-related 
functions.203 

. Software usage restrictions 

Software restrictions are often implemented to ensure that software is 
used in accordance with its licensing restrictions and to ensure that software 
such as a peer-to-peer file-sharing program is not used for the unauthorized 
distribution, display, performance, or reproduction of copyrighted work. 204 
In the case of neuroprosthetically augmented information systems, operators 
must be careful to ensure – for legal and ethical reasons – that any software 
restrictions that are capable of disabling or constraining the use of software 
products do not do so at a time or in a manner that could cause harm to a 
device s human host or others. 

The policing of peer-to-peer file-sharing will also be complicated by the 
fact that in effect, the mind of a device s human host is a peer-to-peer file-
sharing program  that is frequently exchanging information of all kinds with 
other human beings. Complex legal questions may also arise surrounding 
what constitutes a display or performance  of copyrighted material: for ex-
ample, in the past, using a hidden video camera to videotape a movie that 
was being shown in a commercial cinema and then uploading the bootleg 
video to a video-streaming website would have been considered an illicit use 
of copyrighted material, but observing the film carefully with one s natural 
eyes, storing that sensory record in one s natural memory systems, and later 
using one s voice to describe the film to one s friends would not have been 
considered an illicit act. Such boundaries between licit and illicit usage may 
become blurred, for example, if one possesses artificial eyes or a mnemopros-
thetic device that allow one to record all of one s daily visual experience – and 
not simply a film in a cinema – with high resolution and perfect fidelity or if 
one possesses an artificial voice-box that allows one not simply to speak with 

                                                 
202 See Chapter Three of this text for a discussion of the trade-offs that sometimes occur between 
increased information security and increased functionality for neuroprosthetic devices. Regard-
ing design for least functionality, see NIST SP 800-53 (2013), pp. F–71-73. 
203 Regarding non-privileged access for non-security-related device functions, see NIST SP 800-
53 (2013), p. F–19. 
204 NIST SP 800-53 (2013), p. F–76. 
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one s own  natural voice but to play back any recorded sounds, including 
those that one may have overheard during a film screening.205 

Complex questions that must be resolved by law, regulation, or individual 
licensing agreements will also arise regarding intellectual property that is cre-
ated with the aid or participation of a neuroprosthetic device. If a human host 
utilizes a device that enhances his or her memory, imagination, or artistic, 
mathematical, physical, or reasoning abilities, then any literary or artistic 
works, performances, inventions, or discoveries developed by the host may 
ultimately be the property of the neuroprosthetic device s manufacturer, pro-
vider, app developer, operator, or human host, or it may be owned jointly by 
some combination of parties. 

. Restrictions on the installation of software by users 

Blocking the installation of software on a neuroprosthetic device by its 
user may or may not be legally and ethically permissible, as in some situations 
this may be equivalent to blocking a human being from adding thoughts, 
memories, or other permissible content to his or her own mind.206 

. Restrictions on device use 

An organization may wish to prohibit or restrict the use of devices207 that 
possess environmental sensing or recording capabilities (such as 
smartphones or cameras) within particularly sensitive facilities or areas. It is 
one matter for an organization to deny entry to its facility to individuals pos-
sessing handheld cameras (or to require that such individuals temporarily 
deposit their cameras for safekeeping with the organization s personnel upon 
entering the facility); it is another matter to deny entry to individuals who 
possess certain kinds of implantable neuroprosthetic devices, such as artifi-
cial eyes that possess the same functionality as handheld cameras. In the lat-
ter case, such neuroprostheses may, from a legal and ethical perspective, be 
treated as implantable medical devices, and an organization s refusal of entry 
or service to a person possessing such a device may in some cases be consid-
ered an unlawful form of discrimination on the basis of the person s health or 
medical status. Even conducting the kind of searches that may be required in 
order to determine the presence of some kinds of implantable neuropros-
thetic devices in visitors to an organizational facility (e.g., potential custom-

                                                 
205 For the notion that a neuroprosthetic device could be used for sensory recording or playback, 

see Merkel et al. ; Robinett, The consequences of fully understanding the brain  ; 
and McGee (2008), p. 217. 
206 Regarding conventional controls on user-installed software, see NIST SP 800-53 (2013), p. F–
76-77. 
207 NIST SP 800-53 (2013), p. F–213. 
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ers visiting a company s retail store or showroom) may be considered an im-
permissibly intrusive procedure that illicitly gathers information about visi-
tors  personal medical history and status without their express consent. Ef-
forts by an organization to proactively jam or obstruct the functioning of 
some kinds of neuroprosthetic devices (such as attempts by a theater owner 
to prevent the use of artificial eyes to record a performance) would likely en-
counter legal, ethical, and practical obstacles similar to those encountered by 
organizations that have sought to jam the functioning of smartphones on 
their premises.208 

. Restrictions on the use of sensors and access to sensor data 

An organization s ability to restrict the activation and use of environmen-
tal sensors (such as cameras, microphones, accelerometers, GPS systems, 
temperature gauges, and other mechanisms) in devices belonging to the or-
ganization is a critical element of information security.209 

In the case of sensory neuroprostheses such as artificial eyes, an organiza-
tion must often make a device s environmental sensing capabilities available 
to a device s host and operator at all times – with no delays, distortions, or 
other failures in service – while at the same time blocking all unauthorized 
parties from accessing (or potentially even knowing about the existence of) 
the device s sensor capacities. Adversaries who gain unauthorized access to a 
neuroprosthetic device s sensor capabilities could potentially use that ability 
to conduct covert and illicit surveillance on the device s human host, the or-
ganization by whom the host is employed, other organizations or individuals 
with whom the host is associated, or even organizations or individuals who 
have no direct connection with the host but whom the host happens to be 
passing by at the moment. In the case of cognitive neuroprostheses, a device 
itself may not possess direct access to raw sense data from the environment, 
but it may be able to indirectly access such data through its host s memory or 
other cognitive processes. Motor neuroprostheses that are used, for example, 
to control the movement of an artificial limb may contain accelerometers or 
other sensors that are intended to gather data about the position and activity 
of the limb but which can be utilized by adversaries to gather information 
about the broader physical environment, instead. 

                                                 
208 Regarding the technological, legal, and ethical aspects of using jamming devices to block cell 

phone signals in places such as movie theaters and schools, see Koebler, FCC Cracks Down on 

Cell Phone Jammers : The FCC says illegal devices that block cell phone signals could pose secu-

rity risk  , and Overman, Jamming Employee Phones )llegal  . 
209 NIST SP 800-53 (2013), p. F–213. 
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. Restrictions on device use outside of organizational contexts 

Although it may be legally and ethically permissible and practically feasi-
ble for an organization to restrict the ability of its members to utilize tech-
nologies such as cameras, smartphones, printers, and scanners while in the 
workplace,210 an organization s ability to restrict the use of such technologies 
by its employees during their personal, non-work time and away from work-
place facilities is limited. This causes challenges for information security, in-
sofar as the same sensitive, work-related information that was captured, gen-
erated, stored, or transmitted by neuroprosthetic devices during working 
hours in the workplace may also be present in or recoverable from the devices 
when their human hosts are away from the workplace and engaging in purely 
private activities. 

(. Account management 

. Automatic removal of temporary and emergency accounts 

Implementing the automatic deletion of emergency accounts after a pre-
determined time211 (rather than through manual action of a device s operator) 
may create a potential danger to the health and safety of a device s host, if an 
emergency account were being used to access the device in order to perform 
an urgent repair or provide some emergency medical service. 

. Automatic inactivity logouts 

Implementing an automatic logout after a predetermined period of inac-
tivity212 should be done only after careful consideration, given the fact that a 
device s operator or host may expect and sometimes require instantaneous 
access to the device s functionality, and the delay caused by a need to log into 
an account would be unacceptable and potentially hazardous. 

. Disabling of accounts for high-risk users 

Even if the operator or human host of a neuroprosthetic device has been 
clearly identified as a high-risk individual  who is likely to use the device for 
unauthorized purposes or to be targeted in whaling attacks, the decision of 
whether to disable the individual s account may raise serious legal and ethical 
questions, if disabling the account could impair (or even wholly terminate) 
the functioning of the device, thereby causing physical or psychological harm 
to the device s host or to others who would in some way be affected.213 

                                                 
210 NIST SP 800-53 (2013), p. F–214. 
211 NIST SP 800-53 (2013), p. F–9. 
212 NIST SP 800-53 (2013), p. F–9. 
213 Regarding the disabling of accounts for high-risk individuals, see NIST SP 800-53 (2013), p. F–
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. Restrictions on privileges for non-organizational users 

Fully blocking non-organizational users from exercising privileged ac-
cess214 to a neuroprosthetic system may not be possible if the system must 
possess mechanisms allowing privileged access (e.g., by medical personnel) 
in the case of a medical emergency affecting a device s human host.215 

). Security awareness training 

Security awareness training216 is important not only for the hosts or oper-
ators of neuroprosthetic devices but also for all individuals who live, work, or 
otherwise spend time in environments in which it is possible that other per-
sons may possess neuroprosthetic systems that would allow them to compro-
mise the individuals  information security. 

J. Analyzing vulnerabilities in the deployed production context 

. Attack surface reviews 

An organization may conduct attack surface reviews to identify physically 
or electronically exposed elements of an information system that increase its 
vulnerability to attacks; such attack surfaces include any accessible areas 
where weaknesses or deficiencies in information systems (including the hard-
ware, software, and firmware components) provide opportunities for adver-
saries to exploit vulnerabilities. 217 In the case of advanced neuroprostheses, 
attack surfaces may comprise not only the hardware and software compo-
nents of a device itself but also anatomical structures, biological systems, and 
cognitive processes within a device s human host. 

. Penetration testing 

The traditional conceptualization of penetration testing218 as either black-
, gray-, or white-box testing takes on new aspects in the case of advanced 
neuroprosthetics. In a sense, it may be impossible for any developer (or out-
side assessor acting on behalf of the developer) playing the role of an adver-
sary to conduct full white-box testing, insofar as that would entail being given 
all available schematics, documentation, and information relating to the 
functioning of the system – and in the case of an advanced neuroprosthetic 

                                                 

10. 
214 NIST SP 800-53 (2013), p. F–20. 
215 See Chapter Three of this text for an in-depth discussion of issues relating to emergency access 
to neuroprosthetic devices for medical personnel. 
216 NIST SP 800-5 (2013), p. F–37. 
217 NIST SP 800-53 (2013), p. F–168. See Chapter Two of this text for a discussion of vulnerabilities 
of neuroprosthetic devices. For vulnerabilities in IMDs generally, see Hansen & Hansen (2010). 
218 NIST SP 800-53 (2013), p. F–168. 
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device, some such information and resources may be stored in the mind of 
the device s host in a way that cannot be conveyed to any other party; in such 
a situation, only a device s human host could if sufficiently skilled  perform 
true white-box penetration testing.  

. Penetration testing by independent agents 

Allowing penetration testing by independent agents or teams219 may cre-
ate special dangers, insofar as independent agents who lack full access to in-
formation about the nature of a neuroprosthetic device and its human host 
may inadvertently employ penetration technologies or techniques that are 
especially likely to cause harm to that host. On the other hand, independent 
agents are free from conflicts of interest that may arise with penetration test-
ing conducted by an organization s internal personnel. 

. Red team exercises 

The potential use of penetration testing to identify vulnerabilities or test 
the resistance of an advanced neuroprosthetic device in use within a human 
host to hostile cyberattacks, social engineering, espionage, and other efforts 
at compromising information security must be carefully considered, given 
the possibility that such testing220 (whether or not it is successful in exploiting 
vulnerabilities) may cause physical or psychological harm to the device s host 
or others. Legal and ethical questions arise surrounding the extent to which 
penetration testing may be conducted on a neuroprosthetic device that has 
already been implanted in a human host; however, in some cases it may be 
impossible to accurately simulate the performance of an implantable device 
outside of the unique circumstances of its implantation within its particular 
host. Moreover, if vulnerabilities indeed exist, penetration testing may allow 
them to be discovered by the neuroprosthetic device s operator and ad-
dressed before they can be exploited by hostile outside parties who might 
intentionally exploit them to inflict maximum possible damage to the device s 
human host. 

. Penetration testing of physical facilities 

In the case of advanced neuroprosthetic devices, it may or may not be per-
missible for a device s operator to conduct penetration testing that involves 
unannounced attempts to bypass or circumvent security controls associated 

with physical access points, 221 if such operations create a risk that physical or 
psychological harm may result to a device s human host or others. 

                                                 
219 NIST SP 800-53 (2013), p. F–62. 
220 Regarding red team exercises, see NIST SP 800-53 (2013), p. F–62. 
221 NIST SP 800-53 (2013), p. F–130. 
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. Active testing of devices  response to known malicious code 

A neuroprosthetic device s mechanisms for protecting the device and 
host-device system against malicious code can be tested by introducing a 
known benign, non-spreading test case into the information system. 222 Great 
care should be taken and all legal, ethical, and practical implications consid-
ered before intentionally introducing such code into a neuroprosthetic device 
that is already integrated into the neural circuitry of a human host, as code 
that had previously been believed to be benign  and non-spreading  when 
studied in a laboratory setting may behave in unpredictable ways when ex-
posed to or affected by the unique biological structures or activity of a partic-
ular human host. 

SDLC stage : device operation within the host-device system and 
supersystem 

The fourth stage in the system development life cycle includes the activi-
ties occurring after a neuroprosthetic device has been deployed in its produc-
tion environment (comprising its host-device system and broader supersys-
tem) and is undergoing continuous use in real-world operating conditions. 
The development or execution of security controls in this stage of the SDLC 
is typically performed by a device s operator and maintenance service pro-
vider(s) with the active or passive participation of its human host. Such con-
trols are considered below. 

A. Operations security OPSEC  

. )ntentional misdirection to conceal information systems and their 
characteristics 

An organization may utilize practices such as virtualization techniques, 
the intentional promulgation of believable but misleading information about 
the organization s systems or operations, the concealment of system compo-
nents, and deception nets (including honeynets that intentionally utilize out-
dated or poorly configured software ) in order to confuse adversaries and po-
tentially lead them to undertake attacks that will be ineffective.223 In the case 
of advanced neuroprosthetic devices, mechanisms designed for concealment 
and misdirection may need to be able to distinguish, for example, between 
an adversary who is attempting to break into and take control of a device for 
malicious purposes and emergency medical personnel who are attempting to 
break into  and take control of a device in order to save its host from some 

                                                 
222 NIST SP 800-53 (2013), p. F–218. 
223 NIST SP 800-53 (2013), pp. F–205-06. 
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life-threatening medical danger. In the latter case, mechanisms for conceal-
ment or misdirection purposefully added to a device or its software by their 
developers could potentially result in financial liability and legal and moral 
responsibility for the developers in the case of physical or psychological harm 
that is caused to the device s host or others as a result of emergency respond-
ers being actively slowed or misdirected by such mechanisms.224 

. Concealment and randomization of communications 

An adversary who is unable to gain access to the exact contents of com-
munications may nonetheless obtain valuable intelligence by being able to 
observe phenomena such as the frequency, periods, amount, and predicta-
bility  of communications.225 Mechanisms or practices that conceal or obscure 
such patterns can contribute to the information security of a neuroprosthetic 
device; however, the ability to randomize or conceal such communications 
may be limited by practical functional considerations such as the need to 
communicate effectively with the biological systems of a device s host and the 
fact that many forms of communication typically utilized by a human being 
– and thus a host-device system (such as speech, paralanguage, and gestures) 
– are effective precisely because they release information into an external en-
vironment in a way that is not concealed or obscured. 

. Controlling physical access to devices outside of the organizational 
environment 

Maintaining physical access control226 is a challenge in the case of ad-
vanced neuroprosthetic devices. The fact that a device is implanted within 
the body of a human host creates a practical, legal, and ethical obstacle that 
may prevent casual attempts by unauthorized parties to access the device: a 
neuroprosthetic unit that is implanted deep within a host s brain and pos-
sesses no external physical access ports is more difficult to physically access 
than a computer sitting on a desktop in an exposed workplace environ-
ment.227 On the other hand, the fact that a neuroprosthetic device is im-
planted in a human host who can conceivably take it anywhere in the world 
– and who could potentially be abducted and forcibly restrained or trans-
ported – increases the opportunity to gain physical access to the device for 

                                                 
224 See Chapter Three of this text for some proposed approaches to shielding or jamming tech-
nologies that mask or conceal a neuroprosthetic device s existence but which can be disabled by 
emergency medical personnel when necessary. 
225 Regarding such threats and the approaches to communication concealment and randomiza-
tion that can be employed to counteract them, see NIST SP 800-53 (2013), p. F–194. 
226 NIST SP 800-53 (2013), pp. F–128-29. 
227 See the device ontologies in Chapters One and Two of Gladden (2017) for ways in which the 
information security of a neuroprosthetic device can be affected by the device s physical struc-
ture and its location within or in relation to its host s body. 
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unauthorized parties that have sufficient means and motivation, especially if 
a device possesses visible and easily accessible external slots, ports, or other 
physical access points. This places greater demands on an organization s 
OPSEC personnel to protect such devices and their hosts. 

B. Control of device connections 

. Protections against unauthorized physical connections 

In the case of advanced neuroprosthetic devices, unauthorized physical 
connections with a device228 (or its larger host-device system) might come not 
only through the connection of unauthorized external electronic devices to 
electronic components of the neuroprosthetic device but also through the 
presence of biological or biochemical agents and vectors (such as viruses, mi-
croorganisms, nootropic drugs, or other chemicals or substances) that can 
enter a host s organism and interface with his or her biological systems.229 

. Automatic termination of network connections 

 The automatic termination of a neuroprosthetic device s network connec-
tion after an arbitrary predetermined period of time could potentially result 
in physical or psychological harm to the device s host or user if the termina-
tion occurred during the midst of some critical activity.230 Some naturally oc-
curring biological cycles that are present within the biological systems and 
processes of a device s host e.g., sleep cycles or cycles of neuronal firing  may 
provide opportunities for the safe deallocating and reallocating of ad-
dress/port pairings, the disconnecting and reconnecting of network services, 
or other kinds of regular processes needed for maintaining a device s security 
and functionality. 

C. Media protections 

. Controls on access to storage media 

It may be impractical, unethical, and illegal for an organization – in its 
effort to control access to storage media231 – to attempt to dictate, for exam-
ple, that information system media remain within the organization s secured 
facility when the media are contained within neuroprosthetic devices im-
planted in the bodies of human hosts; it may not be possible to control the 

                                                 
228 Regarding protections against unauthorized physical connections, see NIST SP 800-53 (2013), 
p. F–191. 
229 Neuroprosthetic devices that include biological components may be especially liable to such 
attacks. For the possibility of neuroprosthetic devices involving biological components, see Mer-
kel et al. (2007); Rutten et al. (2007); and Stieglitz (2007). 
230 Regarding automated network disconnection, see NIST SP 800-53 (2013), p. F–194. 
231 NIST SP 800-53 (2013), pp. F–119-21. 
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location of a storage medium without controlling (whether legally or unlaw-
fully) the location of the human being in whom it is situated. If the infor-
mation contained within a neuroprosthetic device is sufficiently valuable, an 
organization may not be able to assume that adversaries will not threaten, 
physically restrain, abduct, or harm the human host in whom the infor-
mation s storage medium is housed in order to gain access to it.   

. Restrictions on media transport 

It may be difficult or impossible to document or restrict the transporting 
of storage media232 if they are contained in neuroprosthetic devices implanted 
in human hosts whose movements cannot legally or ethically be constrained 
or precisely tracked. 

. )mplications of access for portable storage media 

Some neuroprosthetic devices that possess an external port, media slot, or 
socket may allow data to be easily copied to or from portable storage media 
or devices, with significant implications for information security.233 

D. Exfiltration and other output protections 

. Access controls for output mechanisms 

Some neuroprosthetic devices not only include (or are connected to) tra-
ditional output devices such as radio transmitters or monitors; they are also 
linked to output devices  such as the voice-box, facial muscles, hands, and 
other motor organs of their human host, which can be used to produce out-
put in the form of speech, facial expressions, hand gestures, or typed or writ-
ten communication.234 Attempting to limit a host s use of such output systems 
may not be legally or ethically appropriate.235 

. Filtering of device output 

In the case of advanced motor neuroprosthetics, filtering236 may be used 
to (perhaps only temporarily) prevent the execution or expression of motor 
behavior that is identified as being anomalous and inconsistent with the 
kinds of motor behaviors expected from a device and its host-device system 

                                                 
232 NIST SP 800-53 (2013), p. F–121. 
233 See the device ontology in Chapter One of Gladden (2017) for a discussion of such components 
of neuroprosthetic devices. Regarding portable storage devices, see NIST SP 800-53 (2013), p. F–
33. 
234 See the device ontology in Chapter One of Gladden (2017) for a discussion of different output 
mechanisms for neuroprosthetic devices. 
235 Regarding access controls for output devices, see NIST SP 800-53 (2013), pp. F–130-31. 
236 Regarding information output filtering, see NIST SP 800-53 (2013), p. F–232. 
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in some given circumstances. This could potentially prevent a motor neuro-
prosthesis from being hijacked by an adversary and used to perform an action 
that might disclose sensitive information or cause physical or psychological 
harm, embarrassment, or other negative impacts for the device s human host, 
operator, or others.237 At the same time, care must be taken that such filters 
do not prevent a device s host or operator from expressing legally and ethi-
cally permissible motor actions that are fully intended by the host or operator 
simply because they are unusual and determined by the automated filter to 
be anomalous or suspicious. 

. Prevention of unauthorized exfiltration of information 

The unauthorized exfiltration of information from a neuroprosthetic device 
or host-device system can potentially be detected and prevented through 
practices such as monitoring a device s communications to detect beaconing 
from within the device (e.g., directed at an external command-and-control 
server from which the compromised device is awaiting instructions), analyz-
ing outgoing communications to detect steganography, and using traffic pro-
file analysis to detect other anomalous communications that may potentially 
indicate exfiltration.238 In the case of neuroprosthetic devices that control or 
support the cognitive processes or motor activity of their human host, care 
must be taken to ensure that mechanisms designed to prevent unauthorized 
exfiltration do not slow, block, or otherwise impede a host s communications 
and interaction with the external environment in a way that could result in 
physical or psychological harm to the host or others. In some circumstances, 
it may not be legally or ethically permissible to immediately block outgoing 
communications – even if an occurrence of ongoing unauthorized exfiltration 
has been confirmed – if impeding the outgoing communications could have 
sufficiently negative consequences for the survival or health of the device s 
host. 

. Mechanisms for the controlled release of information 

It may be difficult or impossible to prevent the release of information239 
beyond the boundaries of a neuroprosthetically augmented information sys-
tem if the mind of a neuroprosthetic device s human host is a part of that 
system, as the mind can express and convey information through speech, ges-
tures, and other means that are not readily controlled. 

                                                 
237 For the possibility of a neuroprosthetic limb being hacked by an adversary in order to manip-

ulate its motor activity, see Denning et al. (2009). 
238 NIST SP 800-53 (2013), p. F–190. 
239 NIST SP 800-53 (2013), p. F–13. 
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E. Maintenance 

. Controls on the timing and location of maintenance activities 

Conducting maintenance procedures on an advanced neuroprosthesis 
may require performing a surgical operation on the device s host, which 
would necessitate close coordination with the host and medical personnel. 
Even in cases when no surgical procedures are required, maintenance opera-
tions should be planned and scheduled in such a way that they do not cause 
undue interruption or impairment to a host s cognitive and physical capaci-
ties and, in particular, that they do not cause physical or psychological harm 
to the host or others. Conducting all maintenance within a secure facility may 
be desirable in order to ensure, for example, that automated maintenance 
instructions that are sent remotely to a neuroprosthetic device and which will 
result in a temporary device outage or change in the unit s functionality do 
not arrive when the device s host is engaged in performing a critical or poten-
tially dangerous task.240 

. Control of maintenance equipment and software 

Standard practices which prevent the unauthorized removal of system 
maintenance software or tools from a device and which restrict their use241 
may not be appropriate for neuroprosthetic devices that are a part of their 
host s organism; legal and ethical considerations may dictate that the host 
have full access to maintenance tools, including the ability to remove them. 
Emergency medical personnel treating the host may also need immediate un-
fettered access to some system maintenance tools that will allow them to af-
fect or control the device s current operations, even if they are not provided 
full (or even partial) access to information stored within the device.242 

. Oversight of maintenance personnel 
Efforts by a neuroprosthetic device s operator to limit who is allowed to 

conduct maintenance activities on the device – thereby restricting its host s 
ability to select his or her own maintenance personnel – may not be legal or 
ethical, given the device s status as an implantable device that may be con-
sidered an integral part of the host s body.243 

Given the extremely large financial commitment that may be involved 
with acquiring authorized replacement parts and maintenance services for 

                                                 
240 Regarding different possible service outage or maintenance schedules and their impact on a 
neuroprosthetic device s availability, see Chapter Three of this text. Regarding controls on the 
timing and location of maintenance procedures, see NIST SP 800-53 (2013), p. F–112. 
241 NIST SP 800-53 (2013), pp. F–113-14. 
242 See Chapter Three of this text for a discussion of different approaches to providing medical 
personnel with emergency access to a neuroprosthetic device. 
243 Regarding the control of maintenance personnel, see NIST SP 800-53 (2013), p. F–116. 
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some kinds of neuroprosthetic devices, there may be strong financial incen-
tives for the human hosts (or potentially operators) of such devices to seek 
out replacement components and services through less expensive unauthor-
ized black- or gray-market channels offering pirated or counterfeit compo-
nents and services that lack quality guarantees or warranties and are provided 
by individuals lacking formal training, licensing, or insurance. Such unau-
thorized channels may sometimes offer products that are more expensive 
than their authorized counterparts because they are free from standard secu-
rity or DRM mechanisms or have been legally banned or offer services that 
cannot legally be provided or received.244 

. Predictive maintenance 

Efforts to require the host of a neuroprosthetic device to submit to man-
datory preventative device maintenance on the basis of predictive algorithms, 
a fixed calendar, or an ad hoc decision on the part of the device s operator 
may or may not be legal, if the maintenance may impact the host s cognitive 
or physical functioning and he or she does not wish to submit to it.245 

. Prevention of predictable failures 

A best practice is to determine the mean time to failure (MTTF) for infor-
mation system components not simply by relying on reported industry aver-
ages but by calculating the MTTF for components as they are used in partic-
ular installations by an organization.246 Knowing the MTTF for components 
in use helps the organization to ensure that it has an adequate supply of re-
placement components on hand and is ready to repair or replace components 
when needed. 

For some kinds of neuroprosthetic devices, the MTTF for individual com-
ponents or a device as a whole may be influenced or determined by factors 
relating to the unique biological structures or processes of the device s indi-
vidual human host. In such cases, it may be impossible to accurately estimate 
the MTTF for components in a particular device until the device has been put 
into operation and components have begun to fail. 

                                                 
244 For the possibility of hosts modifying their own devices in unanticipated and potentially un-

wise and illicit ways, see Denning et al. (2010). 
245 For a discussion of predictive maintenance, see NIST SP 800-53 (2013), p. F–118. 
246 Regarding predictable failure prevention, see NIST SP 800-53 (2013), p. F–231. See Chapter 

Three of this text for a discussion of mean time to failure, mean time to repair, and availability 

for advanced neuroprosthetic devices. 
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F. Transmission of security alerts, advisories, and instructions 

In the case of some kinds of sensory or cognitive neuroprostheses, it may 
be possible for an organization to deliver a security alert or directive247 instan-
taneously and directly to the conscious awareness of a device s host through 
sensory input or augmented reality. However, if such methods are used by an 
organization as the primary or only way of delivering such alerts and direc-
tives, care must be taken to ensure that this delivery system cannot be 
blocked, disrupted, or manipulated by an adversary in order to facilitate a 
cyberattack on the device s host. 

SDLC stage : device disconnection, removal, and disposal 
The fifth stage in the system development life cycle involves a neuropros-

thetic device s functional removal from its host-device system and broader 
supersystem; this may be accomplished through means such as remote disa-
bling of the device or its core functionality, surgical extraction of the device, 
or the device s physical disassembly or destruction. The stage also includes a 
device s preparation for reuse or ultimate disposal after removal from its pre-
vious human host. The development or execution of security controls in this 
stage of the SDLC is typically performed by a device s operator or mainte-
nance service provider(s), potentially with the active or passive participation 
of its human host. Such controls are considered below. 

A. Procedures for information retention 

Individuals and organizations may be required to retain some information 
that is received, generated, stored, or transmitted by neuroprosthetic devices 
for legal, ethical, or practical reasons.248 Note that some kinds of neuropros-
thetic devices that mimic or interface with the natural biological memory sys-
tems of the human brain may store information in a way that is subject to 
significant compression, distortion, and degradation over time.249 While stor-
ing information in our natural biological memory systems has, throughout 
human history, often been the best or only way of storing such information, 
the use of neuroprostheses that demonstrate such functional limitations may 
not be legally, ethically, or operationally advisable in cases when more effec-
tive and reliable storage mechanisms are available. 

                                                 
247 Regarding security alerts, advisories, and directives, see NIST SP 800-53 (2013), p. F–224. 
248 For a discussion of information retention policies and procedures, see NIST SP 800-53 (2013), 

p. F–230. 
249 Regarding questions surrounding the nature and quality of long-term memory storage in the 

human brain, see Dudai (2004). 
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B. Sanitization of media prior to reuse or disposal 
Neuroprosthetic devices or component storage units removed from a hu-

man host may contain confidential information about the host s biological 
processes and sensory experiences that must be cleared, purged, or destroyed 
before the device can be released for reuse or disposal.250 Destruction of a 
storage medium may not be necessary if it can be guaranteed that the infor-
mation cannot be retrieved from the medium or otherwise reconstructed. In 
the case of storage media contained within neuroprosthetic devices im-
planted within a human host, it may be impractical, illegal, and unethical to 
attempt to erase, purge, or destroy a storage medium without (or potentially 
even with  the host s permission. 

Conclusion 

In this chapter, we have reviewed a number of standard preventive secu-
rity controls for information systems and discussed the implications of apply-
ing such controls to neuroprosthetic devices and the larger information sys-
tems in which they participate, using the lens of a five-stage system develop-
ment life cycle as a conceptual framework. In the following chapters, a similar 
analysis of detective and corrective or compensating controls will be under-
taken. 

 

                                                 
250 Regarding media sanitization, see NIST SP 800-53 (2013), pp. F–122-23. 
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