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ABSTRACT
In this paper, we introduce RIH-MAC, a receiver-initiated

MAC protocol, for communication among nanonodes in a
wireless electromagnetic nanonetwork. The protocol can be
used for a wide family of applications and operates in both
distributed and centralized communication models. Further-
more, RIH-MAC is designed to operate adaptively with en-
ergy harvesting nanonodes. RIH-MAC is developed based
on distributed and probabilistic schemes to create a scalable
solution, which minimizes collisions and maximizes the uti-
lization of harvested energy. Through simulation, we show
the efficiency of RIH-MAC.

1. INTRODUCTION
Nanotechnology advancement promises to provide a sig-

nificant rise in small scale communication. Wireless nanonet-
works [2], [3] are a new generation of networks at nano scale,
which are envisioned to be produced in the coming years.
The nanonode of such a network is composed of nano an-
tenna, nano memory, nano processing units, nano sensors,
nano power storage, and so on. Each nanonode is in the
range of nano to micro meters in size. Many new exciting
applications are envisioned for nanonetworks. For example,
nanosensors could detect chemical compounds at the molec-
ular level or the presence of different infectious agents, such
as viruses or harmful bacteria [3]. Many other applications
can be imagined in various fields such as biology, medicine,
chemistry, environmental, military, industrial, and consumer
goods [3]. For example, nanosensors could be added to stan-
dard office products (pens, papers, etc.), making the idea of
smart offices a reality.

The functionalities of nanonodes are realized only through
communication. Nanosensors will collect useful information
that must be sent outside of their sensing environment for
storage and additional processing. Nanonodes need to com-
municate to control or actuate an action, or similarly moni-
tor a phenomena. In other words, they will need to commu-
nicate between themselves as well as with nodes in the mi-
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cro and macro domain. Among all possible communication
methods for nanonodes (e.g. molecular communication, op-
tical communication, acoustic communication), studies [2]
show that electromagnetic communication in the 0.1-10.0
terahertz (THz) frequency band is a promising approach for
communication in nanonetworks. We focus on the THz com-
munication mechanism, as it can help nanosensors consume
low energy while providing connectivity at the nano scale.

Due to the size limitation of nanonodes, only limited en-
ergy storage can be considered, where the nanonode har-
vests and stores energy from ambient resources. The tiny
nanonodes will have a very limited energy storage capac-
ity, probably in the form of ultra-nanocapacitors, which can
only store enough energy for exchanging several hundred
bits at a time [10]. Nanoscale harvesting elements such as
nanowires [24] or biofuel cells [14], which enable harvest-
ing from various resources such as vibration or blood sugar,
will provide the possibility of communication for nanonodes.
The variability of the energy resources makes the design of
protocols difficult. For example, in the MAC layer, coordi-
nation between nanonodes is required to make sure that a
nanonode receiver will have enough energy to receive packets
from a nanonode transmitter at the moment of communica-
tion. The design of energy harvesting-aware solutions differs
from traditional energy-aware protocols. Energy-aware pro-
tocols aim to minimize the consumption of energy while the
energy harvesting-aware protocols aim to utilize the avail-
able energy. In nanonetworks, the energy is renewed, but
the amount of available energy at each moment is limited.
Thus, tailored energy harvesting-aware protocols for nano-
networks are required.

The problem of designing protocols to access the medium
is not only difficult because of energy availability, but also
because of special properties of nanonetworks. First, in most
applications of nanonetworks, coordinating among hundreds
of nanonodes is required. The tiny nanonodes are also lim-
ited in their processing capabilities. Therefore, complex pro-
tocols cannot be considered. Moreover, traditional MAC
mechanisms such as message exchange or handshake for syn-
chronization prior to data transfer should be minimized to
reduce the consumption of energy as well as to enable the
scalability of any solution. Due to these challenges, novel
MAC protocols for nanonodes are required [12, 23].

This paper investigates the issue of MAC protocol design
for nanonetworks, and develops a scalable, lightweight, dis-
tributed, and energy harvesting-aware solution. Unlike tra-
ditional MAC protocols, which mainly focus on minimizing
collisions and bandwidth efficiency, our solution relies on



a receiver-initiated communication model which addresses
the matter of energy harvesting directly. In fact, a trans-
mission occurs only if there is a high chance that the re-
ceiver will have enough energy for the reception. We de-
velop two centralized and distributed types of our receiver-
initiated harvesting-aware MAC (RIH-MAC). The central-
ized solution deals with topologies in which nanonodes are in
direct communication with a more powerful device, called a
nanocontroller [9, 23], which will be responsible for schedul-
ing the communication with nanonodes. In the distributed
RIH-MAC (DRIH-MAC), we develop a solution for an ad
hoc formation of nanonodes. Each nanonode can communi-
cate with the nanonodes in its neighborhood directly, and
its neighbors provide connections to other nanonodes in the
network. DRIH-MAC is more challenging since there is not
a central point for scheduling communication. In both solu-
tions, we include the properties of energy harvesting.

This is the first attempt to apply the idea of receiver-
initiated transmission to energy harvesting nanonetworks.
By coordinating the communication through the receiver
in RIH-MAC, a transmitter adaptively selects its partici-
pation in network load, allowing RIH-MAC to achieve low
collisions, a high packet delivery ratio, and high power effi-
ciency. More specifically, our contributions take the follow-
ing thrusts: (I) We present a probabilistic and distributed
coordinated MAC protocol, RIH-MAC, employing receiver-
initiated transmissions, in order to control medium access
in a scalable and harvesting-aware fashion. (II) Due to the
receiver-initiated design, RIH-MAC not only substantially
reduces overhearing, but also achieves a lower collision prob-
ability. (III) RIH-MAC is applicable to a large family of
nanonetwork applications and two network topologies: cen-
tralized and distributed.

Due to special characteristics of nanonetworks, traditional
wireless MAC protocols (e.g. TDMA, CDMA, CSMA/CA)
or sensor network protocols (e.g S-MAC [25], X-MAC [4])
are not applicable in the domain of nanonetworks. Re-
cently, some MAC protocols have been proposed for elec-
tromagnetic nanonetworks [12, 23]. Jornet et al. proposed
and analyzed a MAC protocol, PHLAME [12]. This pro-
tocol chooses the optimal value of code weight and repe-
tition to address energy consumption and reliability. The
performance of PHLAME is analytically studied in terms
of energy consumption, delay, and achievable throughput.
Later, Wang et al. [23] proposed an energy harvesting-aware
and lightweight MAC protocol. However, the focus of the
work is on the scheduling of packet transmissions by the
nanocontroller, and thus it uses a centralized scenario. RIH-
MAC, in contrast to previous MAC protocols for nanonet-
works, is a receiver-initiated protocol that operates both in
distributed and centralized topologies. Furthermore, RIH-
MAC can adapt itself to various energy harvesting rates.

In the remainder of this paper, we first introduce the sys-
tem model of nanonodes and characterize the nanonetwork
in Section 2. Next, in Section 3, the RIH-MAC protocol is
described, and in Section 4 it is evaluated through simula-
tion. Related work is presented in Section 5, and finally the
paper is concluded in Section 6.

2. SYSTEM MODEL

2.1 Physical Layer Communication Model
Nanonodes will communicate in the 0.1-10 THz frequency

band [3, 10], which results in a micro to millimeter com-
munication range [3, 9]. Communication in the THz band
presents new channel properties: molecular absorption, ther-
mal effect, etc. [9].

The nanonodes use pulse-based communication and Rate
Division Time Spread On-Off Keying (RD TS-OOK) [11] as
the modulation mechanism. A logical 1 is transmitted as a
femto-second long pulse/symbol, and a logical 0 is transmit-
ted as silence. Figure 1, for example, represents the modu-
lation of 1011.

Inter-symbol 
duration

Inter-symbol 
duration

Inter-symbol duration: on order of pico-seconds
Symbol duration: on order of femto-seconds

Inter-symbol 
duration

Symbol Symbol SymbolSilence

Time(ps)

Figure 1: RD TS-OOK modulation for transfer of 1011

The duration of each pulse is Tp and the time between two
symbols is Ts, producing a symbol rate of β = Ts

Tp
. The se-

lection of optimal β is still an open question, though Wang
et al. [23] investigated a solution for a centralized topol-
ogy. It certainly depends on the hardware capabilities of
the transmitter and receiver. Assuming there is no limita-
tion in hardware capabilities, the existence of several flows of
symbols from neighbor nanonodes may result in the collision
of symbols. Moreover, energy availability is another factor
that can affect the design of β. Currently, it is assumed that
β takes values on the order of thousands.

2.2 Energy Model
Nanonodes need energy, mainly for their communication.

Due to the limited size of nanonodes, they rely on harvesting
methods, where nanoscale harvesters are required. More-
over, some of nanonode applications are designed for envi-
ronments with no light or heat (e.g. inside the body, in
liquid). Therefore, other sources of energy such as ambient
vibration are considered [3] as the main method for energy
harvesting. Advancements in nanowires and nanogenerators
enable the production of nanoscale harvesters. A piezoelec-
tric nanogenerator prototype [24] has shown promising re-
sults in harvesting energy from vibration at nanoscale. In
piezoelectric harvesters, the amount of harvested energy de-
pends on the vibration rate, not the acceleration amplitude.
The variation in the vibration rate will result in a stochastic
model for available energy for a nanonode at different times
and different locations. Vibration in various environments
represents a wide range of vibration rates [18, 19], e.g. from
1 Hz (person tapping his foot) to 2000 Hz (moving vehicle).
In this work, we consider two scenarios: (I) when the energy
harvesting rate is greater than the consumption rate; (II)
when the energy harvesting rate is less than the consump-
tion rate and follows a stochastic process. We show how
RIH-MAC can adaptively operate in both scenarios. More-
over, we consider an ultra nano-capacitor with non-linear
behavior as the energy storage of each nanonode [10].

2.3 Network Model
We consider two models for a network of nanonodes: cen-

tralized and distributed. In the centralized model, a central



node, called a nanocontroller [23], is responsible for coordi-
nation among nanonodes. All traffic generated by nanon-
odes will be transmitted to the nanocontroller, and then the
nanocontroller is responsible for transfering it to the micro
and macro domains. The second model, namely distributed,
is an ad hoc network of nanonodes, where each nanonode
can only communicate with its neighbors, i.e., nanonodes in
communication range. The nanonodes are responsible for
forwarding the traffic of their neighbors. The forwarding
mechanism is out of the scope of this work. In both mod-
els, we are assuming that the topology would be static, i.e.,
nanonodes have no mobility model.

2.4 Application Requirements
We assume the applications for nanonodes are delay toler-

ant. This assumption particularly applies to scenarios where
the energy harvesting rate is lower than the consumption
rate. In the THz band, the available bandwidth is very
large (e.g. hundreds of gigabits per second). Therefore, the
delay in packet transmission and propagation is on the or-
der of picoseconds. The only delay imposed is from the time
required to harvest enough energy to exchange packets.

Furthermore, applications are not loss sensitive. There-
fore, we consider only a simple acknowledgement scheme
and a limited number of retries for unsuccessful transmis-
sions. This will be the main mechanism to compensate for
packet loss due to molecular absorption and thermal noise.
It also handles any loss due to collisions of packets. We
mainly reduce the probability of collisions as part of our
MAC design as will be discussed later in Section 3.

Moreover, we are assuming that the packets are generated
at a constant rate. Also, in the distributed network model,
we assume that a forwarding mechanism is designed in a
way that the forwarding traffic rate would be almost equal
for all nanonodes. Therefore, the packet transmission and
reception rates of all nanonodes are almost equal.

Finally, in scenarios with limited available energy (the har-
vesting rate is lower than the consumption rate), the packet
generation rate is designed in a way that there would not be
any packet overflow at the source or intermediate nodes.

3. RECEIVER-INITIATED COMMUNICA-
TION

Our communication model between nanonodes is receiver-
initiated. Time is divided into equal timeslots. In each
timeslot, two packets are exchanged between a sender and
one of several receivers. The receiver announces to one or
several nanonodes with a ready to receive (RTR) packet,
which means it is ready to receive a packet. The recipient of
the RTR packet may transmit a DATA packet accordingly.
If required, the receiver can transmit a corresponding ACK
in the next RTR packet.

Figure 2 illustrates a sample sequence of RTR and DATA
packets between a receiver and a sender. When the first
RTR is transmitted, the sender does not receive it, which
could be for many reasons, e.g., lack of energy, communicat-
ing with another node. In the next slot, the sender receives
the RTR packet, but does not transmit a DATA packet,
which again could be due to many reasons, e.g., lack of en-
ergy. Upon receiving the third RTR, the sender transmits
a DATA packet and the receiver receives it. The detail of
scheduling of when to transmit and receive RTRs is part

of RIH-MAC, which will be described later in this section.
The RTR packet contains the node id, destination id (0 for
broadcast), number of neighbors, maximum known degree,
current amount of energy, mode of communication (central-
ized or distributed), and other fields that will be described
in the reminder of this section.
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Figure 2: RTR and DATA Packets between a (R)ecevier and
a (S)ender

There are two reasons for choosing the receiver-initiated
communication model. First, in a centralized topology, the
nanocontroller is responsible for the management of commu-
nication among nanonodes. Due to the higher energy budget
of the nanocontroller and the need for more efficient usage
of energy on the transmitter side, the receiver-initiated com-
munication model moves the load of energy consumption for
the management of communication and packet handling to
the nanocontroller. Furthermore, since it is assumed there
are abundant nanonodes, a significant portion of them may
not be able to transmit a packet at each time slot. So, the
receiver-initiated method enables the chance of having a fair
traffic flow from different nanonodes while it does not need
to be concerned about the energy level of nanonodes, as will
be described in Section 3.1.

Second, independent of the communication model (cen-
tralized or distributed), it is better to initiate communica-
tion only when it is most probable that the receiver will have
enough energy to receive a packet. Otherwise, many trans-
missions would be unsuccessful because of a high chance
of the receiver not having enough energy. Note that hand-
shaking does not look to be an efficient method for the small
packet sizes that nanonodes can handle. However, there is
still a need for scheduling, which is more complex for the
distributed communication model. We will introduce our
scheduling model for the distributed model in Section 3.2.

3.1 Centralized
In the centralized model, a nanocontroller receives infor-

mation from nanonodes and then forwards it for further pro-
cessing in the micro and macro domains. This model is valid
in many applications where nanosensors collect information
about their target phenomena. This model has been also
used by other work [17, 23] and is the simplest and most
scalable method to develop a nanonetwork.

To collect information, the nanocontroller repetitively broad-
casts RTR packets. After each RTR, one or several nanon-
odes may transmit a DATA packet. The decision about
which nanonode transmits its DATA packet follows a ran-
dom process, where an arbitrary nanonode will participate
with probability p. The nanonode will have enough energy
for the reception of the RTR packet and the transmission of
the consequent DATA packet with probability q. Also, the



nanonode may have a DATA packet to transmit with prob-
ability r. Then, upon the reception of RTR packet, we want
the nanonodes to participate in transmitting a DATA packet
in a way that only one of them transmits. This will avoid
collisions due to simultaneous transmissions which result in
the waste of timeslots and energy. The expected number
of concurrent transmissions X by the n nanonodes can be
written as

E[X] = p · q · r · n . (1)

Setting the expected value equal to 1 will indicate the prob-
ability of participation to transmit a DATA packet by each
node as

p =
1

q · r · n . (2)

The next RTR can contain the corresponding ACK for
the transmitted DATA packet. This way, the participating
nanonode can infer any possible collision or packet loss for
retries. Furthermore, note that with the assumption of fixed
size RTR and DATA packets, each nanonode knows the be-
ginning of each timeslot for later transmissions, just after
the reception of the first RTR.

The centralized model is scalable for a large number of
nanonodes. Also, in the case of no energy constraint or a
few number of nanonodes, RIH-MAC can provide a high
data rate. For example, transferring a terabyte piece of in-
formation between two devices could be achieved by placing
them in close proximity to each other.

In some scenarios, it is required to transmit data from the
nanocontroller to nanonodes, e.g. updating the function-
ality of nanonodes. For down-link, i.e., transmitting data
from the nanocontroller to nanonodes, the same mechanism
as uplink is used with a minor change in one field of the RTR
packet. In this scenario, the dir field of the RTR packet is set
to 1, which means that the nanocontroller is not expecting
a DATA packet from nanonodes and instead will transmit a
DATA packet. The nanonode that receives this RTR waits
to receive the consequent DATA packet. The only over-
head of this method is that in an energy limited scenario,
this DATA should be sent several times until all nanonodes
receive it. Assuming a similar model of participation as up-
link, a DATA packet should be transmitted at least n times
to make sure that the expected number of nanonodes that
receive the DATA packet is n.

3.2 Distributed
A distributed ad hoc formation of nanonodes looks to be

unavoidable in many situations, e.g. when the nanocon-
troller cannot be in direct communication with all nanon-
odes. Here, we extend our RIH-MAC to support the ad hoc
formation of nanonodes. As before, the communications are
receiver-initiated, and the nanonodes may not necessarily
have enough energy for communication at all timeslots.

Common random access methods such as CSMA/CA and
their handshake extensions, e.g. RTS/CTS, are not applica-
ble in nanonetworks for several reasons. First, handshaking
is a heavy-weight process for nanonodes. Second, synchro-
nization and lack of energy makes the handshake process in-
efficient for nanonodes. Therefore, new access mechanisms
are required [12, 23].

Our medium access method relies on the receiver-initiated
principle and distributed scheduling for nanonodes, which is

energy-efficient, energy-adaptable, lightweight, and scalable.
Energy adaptable means that scheme is adaptable to the var-
ious energy harvesting rates. Our scheme uses distributed
scheduling for communication among nanonodes. Commu-
nication between a group of ad hoc formed nanonodes can be
modeled as an edge-coloring problem. Each pair of nanon-
odes that are in communication range of each other will have
an edge between them. All incident edges of a node should
have different colors. Each color represents the timeslot in
which node can communicate with one of its neighbors.

The edge coloring problem is NP-complete, and by Viz-
ing’s theorem, the number of colors needed to edge color a
graph is either its maximum degree ∆ or ∆ + 1. Most edge
coloring solutions are centralized. Here, we are looking for
a lightweight distributed solution. Among distributed solu-
tions, we adopt a solution by Grable and Panconesi [7] with
minor changes. This method can color a graph with (1+ε)∆
colors, for any positive ε in O(log logn) rounds, where n is
the number of vertexes. The method finds a coloring so-
lution for the problem with a high probability close to 1.
Most other distributed and deterministic models such as [5]
have too much overhead to run on nanonodes, and also their
performance improvement is not significant. However, this
algorithm satisfies the simplicity and distributed properties
that we require. When this scheme fails to color properly,
it can be run again at a low cost. Note that even though
a network of nanonodes will be mainly static, its formation
and topology can be dynamic over time (due to failure of
nanonodes, or adding or removing some nanonodes), and
therefore coloring will need to be run again.

Our distributed edge coloring algorithm is shown in Al-
gorithm 1. Each edge w = (u, v) between two arbitrary
nanonodes u and v is initially given a palette of (1 + ε) ·
max (deg(u), deg(v)) colors, where deg() denotes the degree
of the node. This palette is recorded locally at each nanon-
ode. The formation of this palette is also done through re-
ceiving and transmitting some initial RTR packets where no
DATA packets are sent in reply. A new nanonode that has
no color assigned for its edges will transmit zero in the color
field of its RTR packet. The main coloring process occurs in
rounds. In each round, each uncolored edge independently
picks a tentative color uniformly at random from its cur-
rent palette. If no other edges of nodes u and v are using
this color, it is picked as the final color of edge w. Other-
wise, the coloring of this edge will be tried again in the next
round. At the end of each round, the palettes are updated
in the obvious way: colors successfully assigned are deleted
from the current palette. The duration of each round would
be equal to the exchange of RTR packets to announce the
selected colors and receiving the selected colors from neigh-
bors. Therefore, to reach the agreement or disagreement on
a color with all ∆ neighbors through RTR packets, at most
∆ + 1 timeslots is required for each round with the assump-
tion of no RTR packet failure. More rounds are required
for these circumstances. A colored graph is illustrated in
Figure 3. Colors are also labeled with numbers.

Each link between two nanonodes is bidirectional. One
way to schedule the direction of communication is to extend
Algorithm 1 to assign two colors per edge. However, since we
assume a nanonode cannot transmit and receive at the same
time, it would be similar to switching between the transmis-
sion and reception states, consecutively. For simplicity, we
assume consequent changes of the communication direction
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Figure 3: A Colored Graph. Here each number represents a
different color.

as shown in Figure 4. A node with a lower id, here alpha-
betically ascending, sends in the first slot and receives in
the following slot for each link. For example, for the link
with color 2 between nodes B and C, first B plays the role
of sender at slot 3 (depicted as 2S) and C plays the role of
receiver (depicted as 2R). In the next slot (4), B receives
(depicted as 2R) and C transmits (depicted as 2S). Recall
that the exchange of a RTR and DATA packet occurs in
each timeslot with the receiver initiating it. Note that slots
7 and 8 are not used by B and C. It may look to be a waste
of slots. However, this is the cost to pay for communication
without collisions.

Algorithm 1: Coloring Algorithm for DRIH-MAC

Void Color()
output: Colors for each link

Estimate the number of neighbors by listening to
RTR packets;
Announce my presence to neighbors with RTR
packets;
For link w between u and v, select a palette of
colors with d = max{d(u), d(v)} colors;
while w with unknown color

select one color randomly from palette;
if color is the same for w by both u and v

Finalize the color;

Distributed RIH-MAC avoids collisions due to concurrent
transmissions by exploiting the coloring mechanism. DRIH-
MAC is preferred to the random access methods. First, the
traffic rate of nanonodes are very similar to each other, so,
there is no need to provide more access to the medium for
one nanonode over another. Second, DRIH-MAC is adapt-
able to energy limited scenarios. With no coordination be-
fore the transmission, a transmitter can understand if the
receiver has enough energy to receive the packet. Further-
more, in scenarios where the energy harvesting rate is lower
than the consumption rate, some slots eventually will not be
utilized due to lack of energy. An optimum energy consump-

tion mechanism can coordinate its communication schedule
with these empty slots to maximize energy and timeslot uti-
lization.

DRIH-MAC still suffers from the hidden terminal prob-
lem. For example, when A is transmitting to D and B is
transmitting to C, there could be problem at C in distin-
guishing pulses from B and A. Low code weights can be one
approach to mitigate this problem. Another approach is to
select the direction of communication to avoid this problem.
Nevertheless, finding the best approach is part of our future
work.

3.3 Energy Consumption Schedule
Distributed RIH-MAC can be run stand-alone if there is

no energy limitation on nanonodes. However, a coordinated
energy consumption schedule (CECS) between two commu-
nicating nanonodes is required to achieve the highest perfor-
mance of DRIH-MAC. When there is no such coordination,
many RTR packets would be sent with no DATA packet
response. Similarly, transmitters may listen for RTR pack-
ets but receive no RTR packets. In both scenarios, energy
is wasted. Here, we describe our prediction-based CECS.
Since the process of energy harvesting for neighbor nanon-
odes is not known exactly, the prediction acts based on the
amount of available energy of neighbors during the previous
slot (which has been received in RTR packets) and a pre-
defined consumption model. While CECS is a probabilistic
approach, it improves energy consumption significantly.

We assume that nanonodes follow a similar harvesting
model. The amount of current energy is received from each
neighbor through RTR packets. Recall also that RTR pack-
ets contain the number of neighbors. We are assuming there
is an optimum policy, which specifies for each nanonode how
much energy should be spent per level of energy. Such a
model can be solved by modeling the problem as a Markov
decision process, and then the offline result can be stored as
a lookup table [6].

Furthermore, all nanonodes follow the same consumption
model. The amount of consumption per cycle of consump-
tion is determined based on the designed optimum policy.
Each cycle is a round of passing through all timeslots for all
neighbors, in which the nanonode may transmit or receive
messages. For example, in one cycle for a nanonode with 5
neighbors, with the current level of energy, it is determined
that only two packets can be received from neighbors. If
those two nanonodes are neighbors 2 and 4, then the con-
sumption pattern for that cycle from left to right would be
0 1 0 1 0 . To provide a fair traffic flow among all neighbors,
this pattern rotates at the end of each cycle. For example,
the mentioned pattern after one cycle would be 0 0 1 0 1 . All
nanonodes will use the same pattern for different levels of
energy. For example, Table 1a shows the pattern for five
links in the first cycle. The pattern can be extended for
various numbers of links to keep a balance for all links, e.g.,
Table 1b. The nanonode will alternate between the pattern
choices for the same policy, e.g., two patterns for policy 2
in Table 1b. Although nanonodes follow the same pattern,
they will be independent in their own rotation. The rotation
offset number for each nanonode is transferred in the RTR
packets. Moreover, the patterns for the transmission and the
reception are independent. A receiver decides to transmit
its RTR if it predicts that the transmitter has a schedule to
receive the RTR based on the previous received rotation off-
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Figure 4: Example Communication in DRIH-MAC. The nanonodes A, B and C from Figure 3 are shown. S indicates the
sending mode, and R indicates receiving mode. The number preceding S/R indicates the color.

set number. However, since this prediction can be incorrect,
some RTRs can still be wasted, and consequently no DATA
reply is received. This is avoidable only if the nanonodes
decide about their energy consumption optimization model
together, which looks to be implementable with significant
overhead. Therefore, here we do not evaluate such a solu-
tion. At each timeslot of a cycle, the transmitter S waits to

Table 1: Patterns Corresponding to Various Policies (policy
number is equal to the number of receptions in one cycle)

(a) Pattern for 5 Links

Pattern Policy
0 0 0 0 0 0
1 1 0 0 0 0
2 0 1 0 1 0
3 1 0 1 0 1
4 0 1 1 1 1
≥ 5 1 1 1 1 1

(b) Pattern for 4 Links

Pattern Policy
0 0 0 0 0
1 1 0 0 0
1 0 1 0 0
2 0 1 0 1
2 1 0 1 0
3 1 0 1 1
3 0 1 1 1
≥ 4 1 1 1 1

receive a RTR from the receiver only if based on the sched-
ule, it is expecting a RTR from the receiver. Similarly, a re-
ceiver will transmit a RTR only if based on the transmitter
schedule, it predicts that the transmitter will be waiting for a
RTR to send its DATA. Note that these controls and predic-
tions are simple enough to run on a nanonode. Through this
method, the transmitter does not consume energy for the re-
ception of RTR when one is not sent. Also, the receiver will
not transmit any RTR if it predicts that the transmitter is
not scheduled to receive the RTR and send a DATA packet.

A detailed analysis of ensuring that there will exist slots
in which both transmitter and receiver will be scheduled
to send and receive at the same time is too lengthy to be
included here. Briefly, it can be described as follows. When
the transmitter and receiver do not happen to be in 1 at the
same time, they will jump into other states of energy due to
changes in the consumption and harvesting of energy. In the
worst scenario, both transmitter and receiver will eventually
go to the last policy and its corresponding pattern, i.e., all
1, which will certainly result in communication. To make it
more clear, we show the measurements in simulation results,
which numerically analyze the performance of CECS.

4. PERFORMANCE EVALUATION
We ran several experiments to evaluate the performance

of RIH-MAC. For our simulation, we modified and enhanced

the Nanosim module [17], which enables simulation of elec-
tromagnetic nanonetworks in ns-3. The major modifications
were the energy module and channel model. Nanonodes
have harvesters that follow the harvesting model developed
in [10]. To evaluate the effect of harvest rate, we character-
ize the harvest rate as a probability distribution function,
where it is discretized to adapt to the simulation environ-
ment. Each nanonode has an ultra-nanocapacitor as the
energy storage with 100 picojoule capacity.

Nanonodes are considered to be operating in an environ-
ment with 10% water vapor with the corresponding channel
path loss model [10] in the 100-300 GHz frequency band. En-
ergy consumption is modeled as 1 femtojoule for the trans-
mission of each pulse and 0.1 femtojoule for the reception
of each pulse [10, 16, 23]. The size of packets is selected
based on the method we developed in [15], where we model
and find the optimum packet size for several optimization
functions. There is always a back-log of packets ready in a
queue to transmit. We present the results of simulation for
the centralized and distributed RIH-MAC in the following
sections.

4.1 Centralized
In this scenario, nanonodes are distributed in a sphere

with a radius of 10 mm. A nanocontroller is placed in the
center. The nanonodes can communicate directly with the
nanoncontroller. Every 100 ms, the nanocontroller transmits
a RTR packet and waits for the reception of a DATA packet
from one of the nanonodes. Nanonodes decide on their prob-
ability of transmitting a DATA packet based on (2). Figure 5
illustrates the percentage of time the nanocontroller receives
a DATA packet. The theory and simulation results are very
close. As can be seen, RIH-MAC is scalable, i.e., with the
growth in nanonodes, the percentage of DATA receptions
remains almost the same. Also, as illustrated in Figure 6,
the probability of collision (i.e., simultaneous transmission
of two or more nanonodes) becomes almost constant with
an increase in the number of nanonodes.

4.2 Distributed
In this scenario, nanonodes are distributed uniformly in

a cube of size 100 × 100 × 10 mm. Before evaluating the
performance of the CECS, we first show the performance of
edge coloring. We want to show (I) the probability of suc-
cessful coloring and (II) the time it takes to color. Figure 7
shows the probability of successful coloring of the nanonode
graph for various values of ε. As can be seen for all values,
the probability of success is more than 99%, and the higher
ε, the higher the probability of successful coloring.
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0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 20 40 60 80 100

P
ro

b
. O

f 
C

o
lli

si
o

n
s 

Number of Nanonodes 

Figure 6: Probability of Collisions

0.95

0.955

0.96

0.965

0.97

0.975

0.98

0.985

0.99

0.995

1

0 50 100 150 200 250 300

P
ro

b
ab

ili
ty

 

Number of Nanonodes 

ε =0.2 

ε =0.3 

ε =0.4 

Figure 7: Probability of Successful Edge Coloring

Figure 8 depicts the number of rounds required until all
edges are colored properly. Clearly, for a higher number of
nanonodes, it takes more rounds to color, but it still is a
reasonable number of rounds. Recall that the duration of
one round is equal to the exchange of 2 · (∆ + 1) RTR pack-
ets. Since the duration of RTR packets is very short, the
scheme converges quickly, e.g. less than one nanosecond in
the scenario with no energy limit and 256 nanonodes.
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Figure 8: Number of Rounds to Color Edges

To evaluate the performance of CECS, we define the fol-
lowing metric.

RTR Success =
RTRc

RTRc +RTRu +RTRw
,

where RTRc is the number of RTRs with a successful DATA
response, RTRu is the number of RTRs which are not heard
by the targeted sender due to lack of energy, and RTRw

is the number of RTRs which are received, but cannot be
replied to due to lack of energy. Note that the value ofRTRw

for CECS is zero since a nanonode will not listen to RTRs
if it knows that it will not have energy for transmission.

Figure 9 illustrates the performance of CECS in compar-
ison with the scenario where there is no scheduling for the
transmission of RTRs. CECS achieves close to 100% success
as the harvesting rate increases. The no-CECS case has a
slower slope of improvement.

0

10

20

30

40

50

60

70

80

90

100

0 5 10 15 20 25 30

R
TR

 S
u

cc
e

ss
 P

e
rc

e
n

ta
ge

 

Harvesting Rate (pJ/sec) 

no CECS

CECS

Figure 9: RTR Success Percentage with Poisson Energy Ar-
rival

In general, as the harvesting rate is increased, RTR Success
becomes closer to 100% because energy would exist at all



times, and RTRu becomes zero. This observation can also
be seen in Figure 10, where the no-CECS scheme becomes
closer to the CECS faster for the lognormal distribution of
energy arrival as compared to the Poisson distribution used
in Figure 9.
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Finally, we measure the fairness index for the communica-
tion with neighbors. As can be viewed in Figure 11, CECS
achieves a better fairness index than the random selection
of neighbors at each cycle.
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Furthermore, it can be observed that with an increase
in the harvesting rate, fairness is increased, which actually
occurs because of a more successful chance of message recep-
tion. The fairness index, indeed, confirms that not only will
CECS result in communication between a nanonode with all
of its neighbors, but it will do so in a balanced fashion.

5. RELATED WORK
The protocol design for nanonetworks is in its early stages.

In our previous work [15], we introduced an optimization
model to find the optimal values for packet size, code weight,
and repetition. We designed a multiobjective function prob-
lem to address several functions such as energy consumption,
end to end delay, and communication reliability. Jornet and
Akyilidiz proposed PHLAME [12], which mainly focuses on
applying the optimal values of code weight and repetition
for packet transmission. The performance of the proposed

protocol is analytically studied in terms of energy consump-
tion, delay, and achievable throughput, by using models of
the Terahertz channel. However, implementation feasibil-
ity and energy efficiency evaluation of the method are still
open questions. Later, Wang et al. [23] proposed an en-
ergy harvesting-aware and light-weight MAC protocol. The
protocol attempts to achieve fair throughput and optimal
channel access among nanosensors which are controlled by a
nanocontroller. Towards this end, the critical packet trans-
mission ratio is defined, which is the maximum allowable
ratio between the transmission time and the energy harvest-
ing time. A nanosensor has to harvest more energy than it
consumes to reach perpetual data transmission. However,
this protocol does not design and evaluate the distributed
model of communication among nanonodes.

There has been a large body of research in MAC protocol
design for sensor networks and UWB networks. A compre-
hensive survey was compiled by Akyildiz et al. [1] for sensor
networks and by Gupta and Mohapatra [8] for UWB net-
works. However, these MAC protocols cannot directly be
used in nanonetworks because they do not consider either
the limitations of nanodevices, energy harvesting, or the
characteristics of the Terahertz band. Moreover, the ma-
jority of existing MAC protocols for wireless networks have
been designed for band-limited channels. In nanonetworks,
the Terahertz channel provides nanodevices with an almost
10 THz wide window.

Furthermore, carrier-sensing techniques in classical MAC
protocols cannot be used in pulse-based communication sys-
tems since there is no carrier for sensing. Only some so-
lutions [8] proposed for Impulse Radio Ultra Wide Band
(IR-UWB) networks could be considered, but their complex-
ity limits their usefulness in the nanonetwork scenario. For
example, generating and distributing orthogonal time hop-
ping sequences is not a lightweight process for nanodevices.
Moreover, the characteristics of the THz band as well as the
limited processing capabilities of nanodevices are the ma-
jor factors that necessitate the redesign of protocols for the
networking of nanonodes.

The main limitation for nanodevices results from the lim-
ited energy that can be stored in nanobatteries or nanoca-
pacitors. Therefore, energy harvesting-aware protocols are
required. Recently, energy harvesting-aware design for sen-
sor networks has been studied. However, most of the stud-
ies cannot be applied to nanonetworks. First, the energy
storage of nanonodes is limited while in previous work, it
is mainly considered infinite or extremely large. Second,
most of the schemes (e.g.,[13, 20]) are too complex to run
on nanonodes. Finally, the energy harvesting rate is usually
considered very close the consumption rate in previous work.
However, in nanonetworks, the harvesting rate, for most en-
ergy resources, is smaller than the energy consumption rate.
This needs to be considered in the design of nanonetworks.

Receiver-initiated protocols have been investigated in duty
cycle sensor networks [21, 22]. However, those methods can-
not be used directly for energy harvesting environments due
to the stochastic properties of energy harvesting. Moreover,
it is not clear how much these receiver-initiated protocols
can be effective in energy harvesting-aware protocols. In
this work, we investigated the use of receiver-initiated pro-
tocols for energy harvesting nanonetworks.



6. CONCLUSIONS AND FUTURE WORK
In this paper, we introduced a receiver-initiated MAC pro-

tocol for electromagnetic wireless nanonetworks. Nanonodes
of such a network rely on energy harvesting to supply en-
ergy for their communication. Our receiver-initiated pro-
tocol, RIH-MAC, takes into account the energy harvesting
properties of nanonodes, where they may form a centralized
or distributed network. RIH-MAC is scalable with the in-
crease in the number of nanonodes and also leads to a low
number of collisions. This protocol is adaptable to be de-
ployed in a large family of nanonetwork applications, where
delay and packet loss are not hard QoS requirements.

In future work, we are planning to first solve the hidden
terminal problem, where concurrent transmissions among
neighbor nanonodes can affect each other’s successful packet
receptions. Furthermore, we will further evaluate the effect
of various energy harvesting rates on network performance
metrics such as delay and bandwidth.
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