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Abstract

Advances in sensing technology raise the possibility of creating neural interfaces that can more 

effectively restore or repair neural function and reveal fundamental properties of neural 

information processing. To realize the potential of these bioelectronic devices, it is necessary to 

understand the capabilities of emerging technologies and identify the best strategies to translate 

these technologies into products and therapies that will improve the lives of patients with 

neurological and other disorders. Here we discuss emerging technologies for sensing brain 
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activity, anticipated challenges for translation, and perspectives for how to best transition these 

technologies from academic research labs to useful products for neuroscience researchers and 

human patients.

Index Terms —

Neural engineering; Sensors

I. Introduction

New sensing technologies capable of recording from large numbers of neurons for extended 

periods of time could fundamentally improve our understanding of the brain and the 

treatment of neurological disorders. Recent advances in sensing technologies from a variety 

of research domains promise to provide just such improvements in neural interface 

technology, but each of these approaches have unique technological challenges and 

opportunities.

As part of the IEEE Brain Initiative, we recently gathered a group of researchers and 

stakeholders in Glasgow, Scotland to discuss the current state of the art for some of these 

emerging sensing technologies and the opportunities and challenges they present. This 

review focuses on emerging brain sensing technologies that currently reside in the academic 

research domain and may come to market in the coming years. For readers interested in 

brain sensing technologies that are currently commercially available, we encourage them to 

explore one of the excellent recent reviews of commercial brain sensing technologies [1]–

[3].

In preparing this review we identified three areas where advanced sensors could disrupt 

brain sensing technology: 1) New electrode technologies (Section III), 2) Integrated optical 

sensors (Section IV), and 3) Magnetic field sensors (Section V). In Section VI we 

summarize the panel discussion regarding the opportunities and challenges for emerging 

sensing technologies. Before exploring each of these technologies in detail, we first describe 

the sensing challenge facing brain interfaces and potential opportunities for these sensing 

modalities. After describing recent efforts in these areas, we conclude with a summary of a 

panel discussion that occurred during the Glasgow meeting where we discussed grand 

challenges for the brain sensing community.

II. Challenges for brain sensing and opportunities for new techniques

At a fundamental level, sensors that detect the spiking activity of individual neurons convert 

sub-millivolt voltages within the brain into electronic signals in the solid-state circuits where 

all data processing occurs [4] (Fig. 1). This conversion is typically performed using an 

electrical interface between the electrolyte solution in the brain and a metal or organic 

electrode and associated electronics [5]. Alternatively, light can act as an intermediary where 

electrical activity is encoded into the intensity of light that is scattered, absorbed [6], for 

emitted through fluorescence [7], [8] or bioluminescence [9], [10]. It may even be possible 

to sense this electrical activity by modulating light that passes through a waveguide with 

Robinson et al. Page 2

IEEE Sens J. Author manuscript; available in PMC 2020 February 28.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



electro-optic elements [11]. The currents produced during spiking activity also produce 

magnetic fields that can be detected noninvasively outside the brain [12].

Each of these sensing modalities have unique opportunities and challenges that we address 

in turn in the sections below.

III. Electrical sensing of brain activity

Electrodes have the advantage of direct transduction of the voltage produced by neurons, but 

require close proximity to the cells they intend to study, placing a premium of technologies 

that minimize damage to the brain. In neuroscience, these electrodes can record voltages in 

the surrounding electrolyte; stimulate voltages in surrounding electrolyte; patch neurons 

[13], measuring voltages and currents; or perform electrochemical analysis of redox-active 

compounds, such as neurotransmitters [14]–[18]. Each of these applications puts different 

requirements on the electrodes (and the interfacing electronics). In other words, electrodes 

need to be designed together with the electronics to which they are connected.

Direct electrical transduction brings many advantages, but in contrast to the remote sensing 

possible with optical techniques, electrodes must be within roughly 100–200 microns of an 

electrically active cell to isolate action potentials. This requirement for close proximity 

raises challenges in creating electrodes with appropriate form factors. Biological systems are 

curved and malleable, while solid-state devices are hard and flat, a difference that can be 

handled in one of two ways. One can miniaturize the device with respect to the biological 

tissue (e.g. ultra-small solid-state devices), or one can create solid-state devices that can 

conform to biological tissue (e.g. flexible or pliable electronics) [19].

A. CMOS bioelectronics for brain sensing

When choosing to employ electronic interfaces, there are enormous advantages to 

integrating these interfaces with state-of-the-art complementary metal-oxide-semiconductor 

(CMOS) electronics. First, integration of electronics close to the electrodes improves signal 

fidelity by delivering gain closer to the transducer, improving noise performance. CMOS-

integrated electronics also enable dense electronics, having the potential to mirror the kind 

of densities achieved in CMOS imagers. Time-multiplexing of amplifiers is another 

technique used to optimally exploit the density of electronics available [20].

Electrodes themselves fall into two main categories: Faradaic and non-Faradaic [21]. Non-

Faradaic electrodes are sometimes also called ideal polarized electrodes (IPE); they present a 

capacitive interface with no dc current conduction. Electrophysiology electrodes are 

essentially non-Faradaic. Faradaic electrodes, in contrast, allow dc current flow and are 

needed if electrochemical analysis is performed. For non-Faradaic electrodes, electrode 

impedance is usually measured at 1 kHz and it is essentially the magnitude of the capacitive 

impedance of the electrode, or |1/wC|. Optimizing non-Faradaic electrodes typically is 

synonymous with increasing the capacitance of the electrode, which is usually done by 

increasing the effective capacitance per unit area. Increase in capacitance is usually 

accomplished by increasing the surface area through a “porous” surface, such as platinum 

black and TiN. Another approach is the addition of organic conducting polymers such as 
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PEDOT:PSS [22] as described below. Scaling the electrodes to smaller capacitance values 

increases the noise on the electrode according to kT/C, although more practical limitations 

on scaling the capacitance on the electrode may come from the interfacing electronics and 

the associated capacitance divider, which reduces signal.

Active CMOS multielectrode arrays, employed primarily for in vitro neural studies such as 

of the retina, set the standard for the density and scaling of the electronics for 

electrophysiology. Recent work has produced arrays supporting as many as 65k 

simultaneous recording and stimulating channels [23]. To expand these efforts to in vivo 

measurement, one of four form factors is required:

Penetrating Shanks (flexible and rigid).—Both passive [24] and active [25] versions 

penetrate the cortex and transmit data wireless or via wires to the surface. Form factors 

include single or multi-electrode and some flexible versions can be injected through syringes 

or using fluidic microdrives as described below.

Surface recording arrays.—These are both passive [26] and active [19] and are capable 

of recording both local field potentials (LFPs) and single-unit responses (action potentials). 

These can be both wired and wireless.

Ultra-small free-floating motes.—These must generally communicate wirelessly to the 

surface of the brain or skull.

There have been several efforts associated with the development of passive silicon shanks. 

By “passive,” we mean that the shanks themselves have no active electronics. With advanced 

packaging approaches and custom application-specific integrated circuits (ASICs) for the 

electronics, passive silicon shanks have been scaled to 1024 electrodes on a single shank. 

Active CMOS shanks integrate the electronics on the shank itself and can achieve similar 

scales. Ultra-small passive wired electrodes can be injected [27] or developed into large 

bundles [28]. There are also passive and active surface recording electrodes using flexible 

polymer materials as substrates. Active CMOS arrays can also be created by thinning silicon 

CMOS down to thicknesses below 15 mm, rendering these devices flexible and pliable [29]. 

Ultra-small wireless implants generally require other energy modes for communication and 

telemetry at depth, including ultrasound [30]–[32], or magnetic fields [33].

Electrical interfaces continue to be an important type of neural interface and maintain 

several advantages over optical approaches, however they are generally more invasive and 

require close proximity with the target neurons. The optimal choice of electrode type 

depends on the problem at hand, and it is often critical to codesign the electrodes and the 

associated electronics. Scaled CMOS electronics is an important part of the story, and 

CMOS can be shaped into unusual form factors. Flexibility and small sizes are keys to 

building these interfaces.

Important research topics in electrode development include organic electronics that can 

increase the capacitance of the electrode-electrolyte interface, nanoscale form factors that 

can reduce a foreign body response from the tissue, and minimally invasive delivery 
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strategies that can improve chronic electrode performance. These research areas are 

described in the following sections.

B. Organic bioelectronics for brain sensing—Organic synthesis allows one to 

create bioelectronic materials with tunable properties, compatibility with flexible substrates, 

and mixed electronic/ionic conduction [34], [35], all of which have advantages for brain 

sensing and can be combined with CMOS bioelectronics. This mixed electronic/ionic 

conductivity, in particular, enables one to lower the impedance of neural electrodes. For 

example, a thin (~100 nm) coating of a commercially available conducting polymer such as 

PEDOT:PSS, can lower the impedance of a Au electrode by a factor of 100 [36]. When such 

electrodes are integrated with thin plastic films, they allow the fabrication of ultra-

conformable cortical grids that provide exceptional spatial resolution. One example is the 

NeuroGrid, a parylene-based conducting polymer microelectrode array that allows single 

neuron recordings without penetrating the cortex [37].

The same property of mixed conductivity allows the fabrication of electrochemical 

transistors. In these devices, ions from the cerebrospinal fluid enter the polymer channel and 

change the electrical conductivity throughout its volume [38]. This mechanism of operation 

is associated with a very large transconductance and these transistors act as amplifying 

transducers, recording neural activity with higher signal-to-noise ratio than electrodes of the 

same size [39].

Moreover, electrochemical transistors can be functionalized with redox enzymes, acting as 

sensitive sensors for metabolites such as glucose and lactate. Recent work shows that these 

devices offer good stability in cell culture media and that they can measure changes in 

metabolic activity with a high sensitivity [40]. These devices are now en route to 

implantable applications, with the aim of combined measurements of electrophysiology and 

metabolism in the same location of the brain. In the form of organic light-emitting diodes 

(OLEDs), organic electronics can be a useful way for local generation of light as will be 

described in Section IV, B.

C. Nanoelectronics for improving long-term neural interfaces—As described 

above, electrodes are one of the most important effective methods for time-resolved 

electrical detection of individual neuron activities in the living brain[41]–[47]. However, 

reliable tracking of the same groups of neurons over days to months and years with neural 

electrodes has been challenging, mainly due to their unstable performance over long-term 

implantation [48]–[50]. The stresses in the implants induced by the motion of the 

surrounding tissue often leads to structural damages of the neural electrodes and abrupt loss 

of recording capacity [51]–[54]. Moreover, these implanted electrodes also induce 

substantial damage to the host tissue [55]. This damage is often attributed to the large 

dimensions, surgical footprints, and mechanical rigidity of stiff neural electrodes. In the 

short term, the mechanical mismatch between tissue and implants induces electrode 

movements with respect to target neurons [56], which leads to sudden waveform changes on 

time scales as short as hours, preventing reliable tracking of individual neurons over days 

and longer [57], [58]. In the long term, the presence of implants causes recurring cellular 

and vascular damage, elicits sustained inflammation and tissue response [59] that results in 
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neuronal degeneration and glial scar formation near the implants [55], [60], [61]. These 

chronic deteriorations are manifested in electrical recordings as loss in recording yield, 

amplitude and fidelity [48][61]–[64], greatly limiting their application in both fundamental 

and clinical neuroscience.

There has been a growing awareness that reducing the neural probe’s dimension [66] and 

rigidity[61], [67], [68] can improve the tissue-probe interface, raising the prospect of 

improved chronic performance for tiny flexible electrodes. Recent demonstrations of ultra-

flexible nanoelectronic threads (NETs) [65] and flexible electrode meshes [69] indeed show 

improved stability of neural recording. For example, NET electrodes can reliably detect and 

track individual neurons for over three months; and the electrode impedance, noise level, 

single unit yield, and the signal amplitude remained stable over long-term implantation. In 

vivo two-photon imaging and postmortem histological analysis show fully recovered 

capillaries with an intact blood-brain barrier, absence of chronic neuronal degeneration and 

glial scar. Future work is underway to scale up these ultra-flexible electrodes to achieve 

large-scale, high-density and long-term neural recording [70], and combining electrical 

measurements with optical imaging [71], [72].

D. Realizing the promise of flexible electrodes via microfluidic insertion—
While very small and/or very flexible electrodes are likely to improve chronic recording 

performance [73], [74], devices that are small and/or flexible are typically quite fragile, and 

thus difficult to insert into the brain. As a result, most solutions which accommodate scales 

of 100s or 1000s of electrode sites currently use some form of transient stiffening to insert 

devices into the brain. The two most common forms of transient stiffening are dissolvable 

coatings and the attachment of a stiffener with a dissolvable adhesive or temporary 

mechanical connection [75]–[77]. The problem with these solutions is that the stiffened 

devices still cause trauma during insertion, in particular, damaging the microvasculature of 

the brain in the areas in which they are inserted [78], [79].

In order to minimize insertion trauma, researchers have developed a novel technique to 

insert flexible probes into the brain without stiffening [80]. For any probe, the primary 

mechanism of insertion failure is buckling in regions that are unsupported, i.e., between the 

brain surface and the location at which force is applied [81], [82]. Using microfluidic 

channels to support the electrode along the entire length it is possible to increase the amount 

of force the probe can tolerate before buckling as it is inserted. Within the microfluidic 

channel, drag from high speed fluid flow drives the electrode into the brain. Large return 

ports proximal to the end of the channel capture 98.5% of the fluid to ensure that the drive 

fluid does not penetrate or damage the brain. Thus, while this approach shares some 

similarity with a recently-reported syringe injection-based approach [27], [83], neither the 

drive channel nor the fluid are able to damage the brain during electrode insertion. Using 

this fluidic microdrive, researchers have successfully inserted single channel flexible carbon 

nanotube fiber electrodes into model organisms (the cnidarian Hydra vulgaris), acute mouse 

brain sections, and the in vivo rat brain. With this approach it is also possible to control the 

depth of the probe by actuating the drive fluid pressure [80]. Subsequent work has also 

demonstrated that using a dissolvable polymer support can also stabilize a flexible implant 

near the insertion point to help prevent buckling [82] (Fig. 4). By removing the need for a 
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stiffener, it may be possible to simplify the process of electrode insertion by removing the 

need for dissolution of an adhesive as well as significantly reducing the damage done to the 

brain during implantation. Improved methods like these for implanting small and highly 

flexible electrodes will be instrumental in facilitating the next generation of high-channel 

count chronic neural electrode arrays.

E. Stability and functionality of flexible electrodes—In addition to improving 

system integration and performance of the electrodes at tissue interface, long-term studies in 

fundamental neuroscience as well as clinical applications in humans also require that these 

interfaces are robust and reliable with life times from years to decades. While there is plenty 

of knowledge in the medical devices field with cardiac pacemakers, cochlear implants and 

deep brain stimulators, the underlying technologies using precision mechanics limit the 

degree of miniaturization and the number of electrodes and cannot be directly transferred 

into miniaturized neural implants with dozens to hundreds of channels [84].

As described above, CMOS and other micro (opto-) electromechanical systems (M(O)EMS) 

offer adequate levels of miniaturization but still have to prove long-term stability in chronic 

preclinical and clinical settings [84]. Package, substrate and electrode materials have to be 

stable in the body, must not be toxic and as described above should minimize the mechanical 

mismatch between the neuronal target tissue and the implant to limit foreign body reaction 

due to structural biocompatibility issues.

One approach for neural interfaces applying MEMS technologies uses polyimide as flexible 

substrate and insulation material and thin-film metallization for electrodes, interconnect 

lines and contact pads to cables and implant packages. Adhesion between the different 

materials and layers has been identified as one of the key properties for long-term stability 

[84]. Reliable assembling to either telemetric systems or wired connectors is mandatory for 

recording of nerve signals or electrical stimulation. Devices have been designed according to 

the anatomical and neurophysiological targets in the central and peripheral nervous system. 

Customized electrode arrays for chronic recording of electrocorticograms have been 

developed [85] for ferrets [86] and non-human primates [87] with wired connectors. 

Modular device designs go currently up to 1024 channels without the need of multiplexing 

electronics. However, the percutaneous headposts limit transition into clinical settings, at 

least in Europe. Fully implantable, wireless systems [88] overcome this limitation but have 

to time-multiplex the transmission of data. Signal processing and data compression or 

algorithms on the implant reduce the amount of data to be transferred. In the peripheral 

nervous system, mechanical forces on the implant due to muscle contractions have to be 

considered in system design. Functional interfaces have been miniaturized and combined 

with robust cables in the TIME concept [89] for interfacing arm nerves after amputation to 

deliver sensory feedback in hand prosthesis control in subchronic conditions [90] and up to 

six months [91]. The lack of high-channel count implantable connectors currently limits the 

usability and translation of these approaches into medical devices for clinical use worldwide. 

Optoelectronic probes for optogenetic applications face similar challenges [92]. Thermal 

management of implanted light sources, their hermetic packaging and the transparency of 

waveguides are current bottlenecks [93] for long-term application.
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Foreign body reaction leads to scarring reaction around the implants deteriorating the 

transfer properties of the electrical and optical channels. Carbon as electrode material 

delivered promising results with respect to reduced tissue reaction [94]. Incorporation of 

drugs in conductive polymers and delivery on demand [95] is another option to actively 

control reactions at the material-tissue interface for long-term functional interfaces to the 

nervous system and reliable performance of neural implants.

Thus, in addition to carefully developing sensors at the biotic-abiotic interface, it is critical 

to design systems for data and power transfer that support these sensors over long periods of 

time in the harsh and delicate environment inside the body.

IV. Optical brain computer interfaces

Using light to sense neural activity has several advantages compared to electrical interfaces. 

Photons in brain tissue typically travel between 50 and 100 microns before scattering, 

allowing one to image individual cortical neurons from the surface of the brain. This 

imaging ability combined with advances in designer proteins for stimulation and 

measurement, allows one to interface with select cell types [96]–[98]. This cell-type-specific 

information combined with less invasive interrogation, and the ability to image many cells at 

once is raising interest in optical brain interfaces.

Light, however, is not without disadvantages. Information transferred through photons is 

limited by shot noise, which is most pronounced at high bandwidths and at the low signal 

levels characteristic of optical reporters of neural activity. The use of light is also an indirect 

measure of biophysical processes since, in nearly all cases, biological systems must be 

engineered to emit or be sensitive to light. Photobleaching also limits measurement time. 

Instrumentation is complex – microscopes are big and bulky generally, despite recent 

advances in lensless and filterless imaging systems. To overcome some of these challenges, 

researchers are investigating ways to make miniature, lensless microscopes with 

dramatically reduced size and weight, and looking toward electrooptic effects that would 

eliminate the challenges associated with photobleaching.

A. Flat lensless microscopes for implantable optical interfaces

Chief among the challenges facing an optical brain computer interface is the creation of a 

fully implantable imaging system that covers significant areas of the cortex. While miniature 

microscopes have shown promise for imaging activity in freely moving animals [99], [100], 

these microscopes rely on traditional architectures that use lenses to magnify the image. As a 

result, the imaging system must be much larger than the field of view, making it difficult to 

image large areas while maintaining the small form factor necessary for an implanted device 

[99]. Thus, small microscopes traditionally have small fields of view.

One approach to overcome the limitations inherent to lens-based microscopes is to replace 

lenses with compact phase or amplitude masks and computational imaging algorithms to 

recover an accurate estimate of the scene based on complex sensor data (that may not 

initially look like an image). One approach called “FlatScope” is a device less than a 

millimeter thick that maintains micron-scale resolution over a field of view several 
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millimeters across (Fig. 5). In addition to the compact form factor, computational imaging 

employed by FlatScope allows one to refocus images to different depths, which enables 3D 

volumes to be reconstructed from a single image capture. Thus, high-frame-rate 3D images 

can be reconstructed to potentially reveal neural activity across neural circuits [101].

While flat, lensless microscopes may solve the size and weight challenge for optical 

interfaces, there remains a need for brighter and more stable fluorescent indicators of neural 

activity, as well as more sensitive image sensors that can be incorporated into devices like 

the FlatScope. Promising new single-photon-sensitive sensors may provide just such 

advances in imaging technologies. Secondly, to image beyond the first few hundred microns 

of cortex requires technologies to mitigate the effects of light scattering by brain tissue. 

While multi-photon microscopy is the most common method to increase the optical imaging 

depth, it is unclear if the required pulsed lasers can be integrated into chip-scale neural 

interfaces. One alternative could be to produce light within the brain via bioluminescence to 

overcome the effects of excitation scattering and enable deeper imaging. Alternatively, 

integrated photonic probes that produce sheets of excitation light could more than double the 

imaging depth achieved by epifluorescence microscopy [103].

B. Organic LEDs for brain optical stimulation and imaging

While advances in CMOS technology allow production of fast and sensitive megapixel 

image sensors, generation of light by miniature integrated electronics remains a challenge, 

limiting its use for all optical neuronal interfacing, which requires photostimulation of 

neurons, e.g. through optogenetics, and in many cases excitation of fluorescent voltage or 

calcium reporters. This is a fundamental limitation of silicon due to its indirect bandgap. 

One avenue to circumvent this issue is to bond conventional micro LEDs, e.g. based on 

GaN, onto the silicon chip [104]–[106]. However, due to the lattice mismatch of GaN and Si, 

this integration requires involved post-processing, e.g. through flip-chip bonding, which to 

our knowledge has so far prevented development of megapixel active matrix CMOS LED 

arrays for optical neuronal recording or optogenetic stimulation.

In recent years, researchers have begun to use monolithic integration of organic-

semiconductor based LEDs (OLEDs) on CMOS chips. Due to their amorphous nature, 

organic-semiconductors can be deposited on a wide variety of substrates using conventional 

vacuum techniques like physical vapor deposition or even solution-based approaches. This 

characteristic of the OLED technology is the principal reason for its great success in the 

display industry, from small smartphone displays to large TVs. Further benefits of OLED 

technology in the context of brain-computer interfaces are their intrinsic mechanical 

flexibility that allows integration on flexible and thus potentially less invasive devices, the 

ease of color-tuning across the entire visible range of the spectrum, and the fact that their 

physical dimensions are readily scalable from many cm2 down to the μm2 range. By 

modifying OLED microdisplays that were originally developed for near-to-eye display 

applications, we demonstrated photostimulation of channelrhodopsin 2 (ChR2) expressing 

cells from >105 individually addressable blue-emitting OLED pixels [107], [108]. A 

potential weakness of OLEDs is their sensitivity to water and oxygen, and so we have 

optimized thin-film encapsulation and passivation methods based on atomic layer deposition 
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to enable prolonged operation of OLEDs in a tissue environment [109]. Using the concept of 

molecular doping, we have also realized OLEDs that achieve brightness levels 100–1000 

fold higher than conventional displays and have demonstrated that these allow robust photo-

stimulation of individual neurons and small animals genetically transduced to express the 

latest generation channelrhodospins as well as genetically encoded calcium indicators [110], 

[111].

C. Electro-optics for ultraminiature brain sensors

Light may also provide an answer for ultraminiature multichannel brain sensors. While the 

multi-site electrical neural probes describe above have enabled multiplexed neural activity 

measurements [25], their level of miniaturization is constrained by several factors. First, in 

current implementations, each recording site uses a dedicated electrical trace (i.e., a wire, 

often lithographically integrated into a substrate) to convey its signal to the outside world or 

to a relay station where amplification and/or digitization may occur. After the digitization 

stage, many neural signals may be transmitted along a single electrical wire, but prior to this 

stage, multiplexing requires one wire per recording site. As wires become thinner, we run 

into limits of fabrication as well as of increasing electrical Johnson noise with increasing 

electrical resistance [11]. Moreover, if we wish to record at high density at many sites along 

a long shank, e.g., centimeters in length, the number of wires which must be packed into a 

single probe increases, or alternatively, power-consumptive amplification and digitization 

stages must be placed closer to the measured neurons, increasing the complexity of heat 

dissipation and introducing additional safety considerations.

One potential solution to these problems is to multiplex neural signals optically, into an 

optical fiber. Because visible or infrared light contains terahertz (THz) frequencies, the 

available signal bandwidth in an optical context is very high, concordant with the use of 

optical communications for long-range data transfer in the telecommunications industry and 

increasingly in parallel computing hardware. Optical communication channels, in addition, 

can potentially shrink towards the size of the optical wavelength, e.g., in the range of one 

micron, or below using plasmonic or other optical confinement techniques. Because the light 

is confined to an optical fiber in such a scenario, the massive optical scattering of the brain 

tissue does not pose a problem.

To implement such optical multiplexing, there are two possibilities. One is to amplify and/or 

digitize locally and then transmit via optical fiber. This has some of the same issues, 

however, in terms of size and power consumption as a pure electrical approach. An 

alternative possibility is to leverage electro-optic modulation to allow an un-amplified neural 

signal to be directly transduced into a detectable modulation of an optical wave traveling in a 

small optical fiber. Electro-optic modulator devices which can create such effects are, 

interestingly, now scaled down to the micrometer size scale [112], and moreover, although 

they typically use 1V-scale electrical voltages and switch in the gigahertz (GHz) range, both 

the speed (kHz) and size of signal (100 microvolt), are proportionately reduced in a neural 

sensing application. In addition, time-domain or frequency-domain reflectometry techniques 

can now reach ~10 micrometer spatial resolution within optical fibers [113], and low-

coherence reflectometry in optical fibers can achieve similar high resolution and high speed 
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performance as free-space optical coherence tomography which is often applied on the 

micron scale as well [114].

Recently, preliminary designs have been proposed to allow fiber-based electro-optic neural 

activity sensing [115]. The design is similar to that of free carrier effect based electro-optic 

modulators. Based on an analysis of photon shot noise in the system, the authors concluded 

that neural sensing was possible, if a sufficiently high capacitance can be fabricated inside 

the proposed engineered waveguide. Improved designs using resonant enhancement of the 

electro-optic effects via optical cavities, or improved capacitor materials, could allow the 

still-hypothetical system to operate at lower light powers, reducing heat dissipation from the 

fiber. With such improvements, as well as improvements in the reflectometry or multiplexing 

scheme, e.g., wavelength multiplexing, it may be possible to engineer ultra-long (e.g., 

centimeters), ultra-multiplexed, low-power neural activity sensors for deployment into the 

brain tissue or via the cerebral vasculature [115]. Achieving this will require creative designs 

from nano-photonics experts via a cross-disciplinary collaboration with neurophysiologists, 

materials scientists and experts on optical detection methods.

V. Magnetoencephalography with atomic magnetometers

Compared of electrical and optical techniques, magnetic sensing of neural activity has the 

advantage of being completely non-invasive and has high temporal resolution. However, the 

fields produced are so small compared to the earth’s magnetic field. As a result, the 

measurement of such fields has been traditionally carried out by magnetometers based on 

superconducting quantum interference devices [116], which achieve the required 

sensitivities, but which require cryogenic cooling and are large, expensive and cumbersome 

to operate.

Recent improvements in the sensitivity of atomic magnetometers [117], which are based on 

the precession of the spins of alkali atoms in the vapor phase, now allow these sensors to be 

used for magnetoencephalography [118] and there is growing interest within the 

biomagnetics community in these sensors [119]. The key advance that led to the improved 

sensitivity is the reduction of spin-exchange relaxation [120], which can severely limit the 

sensitivity at high alkali densities. Magnetometer sensitivities at or below 1 fT/√Hz have 

been demonstrated in the laboratory and commercial magnetometers with a sensitivity of 15 

fT/√Hz are available commercially [121].

Along with the improvements in sensitivity obtained over the last decade, there have been 

parallel improvements in miniaturization and manufacturability. Chip-scale atomic 

magnetometers [122], [123] combine the high precision of alkali magnetometers with the 

small size afforded by silicon micromachining processes. By confining the atoms in a 

millimeter-scale micromachined vessel and probing the atomic spins using light from a low-

power laser, substantial reductions in power consumption, volume and cost can be obtained 

(Fig. 6). For magnetoencephalography, the main advantages of chip-scale technology are 

that high spatial resolution can be obtained, and the sensors can be placed closer to the skull, 

resulting in improved signal strength. Spontaneous brain activity and evoked responses have 
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been measured [124] in human subjects with chip-scale atomic magnetometers, and epileptic 

spiking has been measured in rats [125].

It is anticipated that further development of this sensor technology may lead both to portable 

systems capable of, for example, measuring brain activity during epileptic seizures, and to 

operation without the stringent shielding requirements required for superconducting 

quantum interference device (SQUID)-based systems [126]. These, along with further 

commercial development of the sensor technology and integration into full brain imaging 

systems, are some of the main challenges which need to be overcome in the coming years.

VI. Panel discussions: Perspectives on Neural Sensing

As part of the workshop, a panel of neural sensors researchers discussed some of the 

challenges facing neural interface technology, and proposed suggestions for how they could 

be addressed. Some of the main themes that emerged from that discussion included: 1) A 

proposal that flagship research in neural interfaces should be focused on one or more clinical 

or commercial needs that involves a significant population of beneficiaries 2) Developing 

application spaces should draw on clearly articulated basic science questions 3) New sensing 

techniques are needed that change the risk profile associated with neural sensing and 4) The 

need for translation-based teams to involve people from many different disciplines, 

including some not traditionally associated with conventional neural interface research.

A. Flagship applications to benefit neural interface development

A common theme of the panel’s deliberations was the idea that to best advance brain sensor 

technology, the community should nucleate around high-priority applications rather than 

focus on arbitrary technical or scientific metrics. Instead, the technical metrics would be 

driven by the needs of the target application. With this approach it may be easier to clearly 

articulate a focused set of engineering design constraints and next step research goals that 

could be used to advance sensor technology, provide a more direct path to clinical 

translation, and help motivate research support. The panel felt that selecting flagship 

application(s) should involve identifying a space in which neural interfaces provided a 

potential means to benefit a larger number of people relative to smaller niche clinical 

domains. The panel did not feel that identifying one or more specific application spaces 

would significantly impede neural interface research, as the overlapping needs of many goal 

applications meant that advancing neural sensor technology for a given goal application 

would still benefit neural technology at large.

The panel also expressed that many neural sensing technology questions that involved 

identifying necessary performance metrics and pressing technical challenges were difficult 

to answer except in the context of specific applications (e.g. desired electrode stiffness, and 

whether it may be better to maintain that stiffness chronically or transiently). For example, 

the panel noted that designing systems capable of monitoring single neurons may be 

necessary to enable brain-computer interface (BCI) control of dexterous prosthetics hands or 

for basic neuroscience studies, but local field potential (LFP) activity may be sufficient for 

other BCI applications (e.g. computer cursor control), and thus it was difficult to prioritize a 

goal sensor resolution for neural interface research as a whole. However, the panel noted that 
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in the case of BCI, the clinical population of severely paralyzed individuals who would 

potentially benefit from either approach would be relatively small compared to the clinical 

need in spaces such as pain management, with opiate addiction becoming a national crisis 

[127], [128], and Deep Brain Stimulation (DBS), which is currently being used by more than 

40,000 people worldwide [129]. The panel felt that selecting a domain such as DBS or 

electroceutical pain management as a high priority neural interface application space would 

help the research community identify a reduced set of clearly articulated, high-priority 

technological and scientific goals. The panel expressed many advantages of focusing on 

applications: 1) accelerating neural interface research while also helping to motivate 

research investment, 2) providing a flagship platform to explore regulatory restrictions and 

health reimbursement obstacles to neural interface clinical translation, which would benefit 

from a larger potential pool of beneficiaries), 3) helping avoid instances of technological 

hype outstripping its capabilities since concrete application goals would provide clear 

metrics against which progress could be measured, 4), providing a means for other neural 

interface areas, such as BCI, to advance given that shared domain challenges (e.g. 

development of less invasive recording and stimulating techniques).

B. The need for basic science to support neural sensor development

While the panel advocated identifying one or more high-priority application spaces, it also 

emphasized the need to improve our basic scientific understanding of the relevant neural 

mechanisms associated with: 1) the proposed application, 2) the factors affecting device 

performance, and 3) the information content of the recorded data. The panel expressed the 

opinion that when considering potential high priority application domains, the degree to 

which the fundamental problems associated with the application having been historically 

well studied and well understood should be a significant selection criterion. Similarly, 

research efforts going forward would benefit by being able to frame their basic science 

questions in regards to the identified application(s) in order to more clearly articulate their 

goals. For example, when asked to assess the importance of novel sensing methods ability to 

monitor individual neurons, the panel pointed out that basic research would be necessary to 

determine whether single neuron recording fidelity was important for a given application. 

More specifically, research would be necessary to better quantify the information content of 

LFP data relative to single neuron recordings, the temporal stability of LFP information, the 

stability by which single neurons can be tracked over time for a given method, how well 

information content scaled with additional sensors for single neuron vs LFP sources, etc., 

Only with such basic work would it be possible to assess the need for single neuron 

monitoring for a proposed application. Similarly, when discussing the major impediments to 

current clinical translation efforts, the panel articulated a number of areas for which basic 

research would be necessary to overcome translation hurdles, including: safety studies 

regarding optogenetic techniques, establishing the consistency with which specific neurons 

could be linked to sensor recordings, studies regarding which neural regions should be 

targeted for a given application, and investigations into the long and short term impacts of 

parameters such as electrode stiffness on tissue damage and neural monitoring.
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C. Reducing the risk profiles of neural sensors and stimulators would expand the space 
of new applications

As part of the its deliberations, the panel returned several times to the idea that a major goal 

for both neural sensing and stimulation technologies should be to reduce risk profiles 

associated with deploying and using the technologies. New application spaces, whether 

commercial or clinical, must consider the risk as well as the benefit to the user, which 

implies that reducing risk significantly expands the space of possible applications that could 

be used as high-priority focus areas to support neural interface research. For example, basic 

research evaluating the impact of electrode motion, both over short and long timescales, may 

show that flexible electrodes significantly reduce the risk profile for implanted electrodes. 

Similarly, when challenged to identify the major impediments to translating neural interface 

technology to clinical practice, the panel highlighted that surgical implantation of a device 

significantly complicated clinical translation opportunities, and even more so impacted 

potential commercial applications. With regard to the latter, the panel believed that pursuing 

noninvasive technologies for neural recording and stimulation would facilitate identification 

of a high-priority, large population application spaces. The panel pointed out there was 

significant public interest in neural interfaces, extending even to growing DIY (“do it 

yourself”) communities that are emerging around neural recording technologies (e.g. the 

OpenBCI project [130], open source EEG [131] and DIY brain stimulation methodologies 

[132]–[135]. The panel argued that providing a larger number of reliable and effective 

noninvasive neural sensing technologies would increase commercial and public interest and 

thus increase the probability of a successful high-profile commercial application. These 

developments would in-turn provide greater research opportunities for both invasive and 

noninvasive neural sensing technologies.

D. Implementing new neural interfaces requires integration of diverse skill sets

The panel also advocated that research efforts should draw on a wide range of knowledge 

bases and skill sets to effectively move neural interface technology forward. The panel 

explicitly noted that bridging the gap between biology and engineers was a key hurdle in 

developing effective new neural sensing technologies, thus encouraging the formation of 

multidisciplinary teams. The panel emphasized the need for varied expertise to develop new 

technologies that can successfully translate into a clinical setting. For example, not only 

would teams need to be able to effectively integrate clinicians, but they would also need 

individuals skilled in communication and commercial applications, such as people with 

venture capital expertise. The panel believed that such skill sets are often overlooked to the 

detriment of translation efforts. For example, effectively obtaining venture capital investment 

often includes extensive communication skills and being able to not only clearly describe 

technical achievements, but also being able to clearly communicate future requirements 

while delineating scientific and engineering risks. Similarly, currently there is often a 

cultural clinical aversion against using neural stimulation-based approaches for clinical 

applications, and good communication skills (often themselves a challenge for research 

scientists and engineers) will be important to help open up new application spaces. The 

panel also noted that good communication and leadership skills were necessary (but 

unfortunately often lacking) for coordinating efforts within a given team. Some of the 

panelists pointed to personal experiences in which they believed that the necessary types of 
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expertise to support individual components of a project, such as clinical testing and different 

types of engineering sills, had been present in a team, but the main difficulties had been in 

bringing the components together effectively. Thus, they advocated for teams to draw on 

members with expertise (to some degree) that crosses different discipline boundaries to help 

facilitate team communication and integration of a project’s different scientific and 

engineering components.

E. Grand Challenges: Coordination, Barriers to Entry, and Details

The workshop concluded with a discussion among breakout groups to identify the grand 

challenges for Brain sensing. From these discussions a consensus emerged that there are no 

clear grand challenges for a technology because there is not a singular goal for neural 

sensing research. Rather, the group reported that the biggest challenges related to the 

coordinating the many different engineering pieces that must work together for a functional 

neural technology and creating robust technologies that can be easily distributed. The groups 

reported that there is currently a huge barrier to entry for neurotechnology developers if they 

need to create the end-to-end solution. A move toward modular components in neurotech 

would allow engineers to focus on developing one element of a system that would could 

integrate into existing systems. The groups suggested that neurotechnology development 

platforms similar to what has been done in the software industry could also a empower 

crowd sourced solutions and communities of DIY’ers to contribute to the neurotech 

movement. Finally, the groups argued that the largest engineering challenge is not unified, 

but rather a collection of specific technology challenges ranging from device performance, 

packaging, biocompatibility, robust operation, connectors, wireless power and data, etc. that 

together must be solved for “surgeon-proof” technologies. Despite these challenges the 

panels remained optimistic that these are solvable problems over the next decade.

VII. Acknowledgements

Panelists and speakers include: Chong Xie - University of Texas, Austin; Caleb Kemere - William Rice University; 
George Malliaras - University of Cambridge; Kenneth Shepard - Columbia University; Malte Gather - University of 
St. Andrews; Thomas Stieglitz - University of Freiburg; Jacob Robinson - William Rice University (Panel 
Moderator). The authors thank Sin-Kuen Hawkins, Grace Rigdon, Guillaume Duret, and Alex Rodriguez for their 
help assembling, formatting, and referencing the manuscript.

Author Biographies:

Jacob T. Robinson (M’12) received a B.S. in Physics from UCLA in 2003 and Ph. D. in 

Applied Physics from Cornell in 2009. Following his Ph. D., he worked as a postdoctoral 

fellow in the Chemistry Department at Harvard University. Dr. Robinson joined Rice 

University in 2012 where he is currently an Associate Professor in the Electrical and 

Computer Engineering Department. His lab works to create nanotechnologies that can 

manipulate and measure brain activity in humans, rodents, and small invertebrates. He is a 

Robinson et al. Page 15

IEEE Sens J. Author manuscript; available in PMC 2020 February 28.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



co-founder of FlatCam LCC, a lensless imaging company. Dr. Robinson is currently a co-

chair of the IEEE Brain Initiative, and the recipient of a Hammill Innovation Award, NSF 

NeuroNex Innovation Award, Materials Today Rising Star Award, and a DARPA Young 

Faculty Award.

Eric Pohlmeyer received the B.S. degree in mechanical engineering from the University of 

Cincinnati, Cincinnati, in 2001, and the M.S. and Ph.D. degrees in biomedical engineering 

from Northwestern University, Evanston, IL, in 2004 and 2008, respectively. His research 

focuses on neural decoding and signal processing, neural stimulation and encoding of 

information to the brain, motor function and brain-machine/brain-computer interfaces 

(BMIs/BCIs). Using nonhuman primate models, he has developed BMIs for controlling 

robotic arms using reinforcement learning algorithms, and BMIs that can decode desired 

hand movements from the brain and translate them into electrical stimulation of paralyzed 

muscles to restore wrist function. He has developed BMIs for human participants for 

controlling non-anthropomorphic systems such as flight simulators, and has worked on 

establishing methods for using direct brain stimulation to provide BMI users with navigation 

information (for both flight systems and arm movements) and environmental IR information. 

In addition to BMI work that uses neural data recorded from directly within the brain, his 

research also includes EEG-based neural interfaces. In particular, he has developed systems 

for detecting interest in the brain following visual stimuli (which can be used to help 

individuals sort through large-scale image databases), and methods for measuring pilot-

induced oscillations and cognitive workload in pilots using EEG data.

Malte C. Gather studied physics and material sciences at RWTH Aachen University and 

Imperial College London. In 2008, he received his PhD from the University of Cologne with 

a thesis on crosslinkable organic semiconductors and organic LEDs. As a postdoc at 

University of Iceland and later as Bullock-Wellman Fellow at Harvard University he worked 

on optical amplification in plasmonic waveguides and on opto-biological devices, in 

particular on lasers based on single biological cells. Malte Gather was assistant professor at 

TU Dresden (Germany) from 2011 to 2013 before getting a full professorship at the 

University of St Andrews (UK). His research area is at the interface between biophotonics 

and organic semiconductors, with particular emphasis on bio-implantable OLED light 

sources, mechanobiology, intracellular microlasers and strong light-matter coupling.

Robinson et al. Page 16

IEEE Sens J. Author manuscript; available in PMC 2020 February 28.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



Caleb Kemere (S′00–M′06) received the BS degree in Electrical Engineering from the 

University of Maryland, College Park, MD USA and the MS and PhD degrees in Electrical 

Engineering from Stanford University, Stanford, CA, USA.

Following his PhD, he worked as a Sloan Swartz Postdoctoral Fellow in the Keck Center for 

Integrative Neuroscience at UCSF. He is currently an Associate Professor with the 

Department of Electrical & Computer Engineering at Rice University, Houston, TX, USA, 

and an Adjunct Associate Professor in Neuroscience, Baylor College of Medicine, Houston, 

TX, USA. He joined Rice University in 2012, where his lab develops novel technologies and 

machine learning tools related to understanding how large populations of neurons work 

together in the brain of awake, behaving animals. Dr. Kemere is a member of the Society for 

Neuroscience and the recipient of a HFSP Young Investigator award, a NSF CAREER award 

and a Helen Hay Whitney fellowship.

John Kitching is the Leader of the Atomic Devices and Instrumentation Group in NIST’s 

Physical Measurements Laboratory and a NIST Fellow. He received his PhD in Applied 

Physics from the California Institute of Technology in 1995 and since then has been a 

physicist in the Time and Frequency Division at NIST. His research interests include 

miniaturized atomic clocks and sensors, and applications of semiconductor lasers and 

micromachining technology to problems in atomic physics and frequency control. He and 

his group pioneered the development of microfabricated “chip-scale” atomic devices for use 

as frequency references, magnetometers and other sensors. He is a Fellow of the American 

Physical Society and has received many awards for his work including the Department of 

Commerce Silver and Gold Medals, the 2015 IEEE Sensors Council Technical Achievement 

Award, the 2016 IEEE-UFFC Rabi Award and the 2014 Rank Prize. He has published over 

100 papers in refereed journals, has given numerous invited and plenary talks and has been 

awarded six patents.

George Malliaras is the Prince Philip Professor of Technology at the University of 

Cambridge (UK). He received a BS in Physics from the Aristotle University (Greece) in 

1991, and a PhD in Mathematics and Physical Sciences, cum laude, from the University of 

Groningen (the Netherlands) in 1995. After postdocs at the University of Groningen and at 

the IBM Almaden Research Center (California), he joined the faculty in the Department of 

Materials Science and Engineering at Cornell University (New York) in 1999. From 2006 to 

2009 he served as the Lester B. Knight Director of the Cornell NanoScale Science & 

Robinson et al. Page 17

IEEE Sens J. Author manuscript; available in PMC 2020 February 28.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



Technology Facility. He moved to the Ecole des Mines de St. Etienne (France) in 2009 

where he started the Department of Bioelectronics and served as Department Head. He 

joined the University of Cambridge in 2017. His research on organic electronics and 

bioelectronics has been recognized with awards from the New York Academy of Sciences, 

the US National Science Foundation, and DuPont. He is a Fellow of the Materials Research 

Society and of the Royal Society of Chemistry and serves as an Associate Editor of Science 

Advances.

Adam Marblestone received a B.S in Physics from Yale University, and a Ph.D. in 

Biophysics from Harvard University, where he was advised by genomics pioneer George 

Church. During this training, his publications spanned from quantum information theory, 

through DNA nanotechnology, biotechnology and neuroscience. From 2014–2016 he was a 

Research Scientist and Director of Scientific Architecting at the Synthetic Neurobiology 

Group at the MIT Media Lab, where he helped to initiate the field of optical neural 

connectomics and proposed new designs for neural interfaces. From 2017–2018 he was 

Chief Strategy Officer of the brain-computer interfacing company Kernel, based in Los 

Angeles California. Since 2018 he has been a Research Scientist at Google DeepMind 

studying connections between neuroscience and artificial intelligence. His work has been 

recognized with a Hertz Foundation Fellowship and a Technology Review 35 Innovators 

Under 35 Award. He is also a co-founder of the biomedical data management company 

BioBright LLC and has served as a science advisor to the Open Philanthropy Project as well 

as other organizations. He is an inventor on 6 patents and an author on more than 20 

publications

Kenneth L. Shepard(M’91–SM’03–F’08) received the B.S.E. degree from Princeton 

University, Princeton, NJ, USA, in 1987, and the M.S. and Ph.D.degrees in electrical 

engineering from Stanford University, Stanford, CA, USA, in 1988 and 1992, respectively. 

From 1992 to 1997, he was a Research Staff Member and the Manager with the VLSI 

Design Department, IBM Thomas J. Watson Research Center, Yorktown Heights, NY, USA, 

where he was responsible for the design methodology for IBMs G4S/390 microprocessors. 

He was the Chief Technology Officer with CadMOS Design Technology, San Jose, CA, 

USA, until its acquisition by Cadence Design Systems in 2001. Since 1997, he has been 

with Columbia University, New York, NY, USA, where he is currently the Lau Family 

Professor of Electrical Engineering and Biomedical Engineering and the Co-Founder and the 

Chairman of the Board of Ferric, Inc., New York, NY, USA, which is a commercializing 

Robinson et al. Page 18

IEEE Sens J. Author manuscript; available in PMC 2020 February 28.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



technology for integrated voltage regulators. His current research interests include power 

electronics, carbon-based devices and circuits, and CMOS bioelectronics. He has been an 

Associate Editor of the IEEE TRANSACTIONS ON VERY LARGE-SCALE 

INTEGRATION SYSTEMS, the IEEE JOURNAL OF SOLID-STATE CIRCUITS, and the 

IEEE TRANSACTIONS ON BIOMEDICAL CIRCUITS AND SYSTEMS

Thomas Stieglitz (M’95–SM’09) received a Diploma degree in electrical engineering from 

Technische Hochschule Karlsruhe (now: KIT), Germany, in 1993, and the Ph.D. and 

habilitation degree in 1998 and 2003 from the University of Saarland, Germany, 

respectively.

In 1993, he joined the Fraunhofer Institute for Biomedical Engineering, St. Ingbert, 

Germany, where he established the Neural Prosthetics Group.

Since 2004, he has been a Full Professor of Biomedical Microtechnology at the Albert-

Ludwig-University Freiburg, Germany, in the Department of Microsystems Engineering 

(IMTEK) at the Faculty of Engineering. Dr. Stieglitz is deputy speaker of the Cluster of 

Excellence BrainLinks-BrainTools and Speaker of the profile field Neuroscience and 

Neurotechnology at the University of Freiburg. His research interests include neural 

interfaces and implants, biocompatible assembling and packaging and brain machine 

interfaces. Dr. Stieglitz has coauthored about 130 peer reviewed journal publications, 300 

conference proceedings and holds 25 patents. He is co-founder of CorTec GmbH and 

neuroloop GmbH, spin-off companies on neurotechnological implants and bioelectronics 

hypertension therapy, respectively. He is a member of the EMBS, the Materials Research 

Society, the Society for Neuroscience and the German Biomedical Engineering Society 

(DGBMT im VDE) where he is Chair of the Neural Prostheses and Intelligent Implants 

section, as well as Founding Member of the International Functional Electrical Stimulation 

Society (IFESS).

Chong Xie (M’2019) was born in Baoding, China. He received the B.S. degree in applied 

physics from the University of Science and Technology of China, Hefei, China, in 2004, and 

the Ph.D. degree in material sciences and engineering from Stanford University, Stanford, 

CA, in 2011.

In 2014, he joined the Department of Biomedical Engineering, the University of Texas at 

Austin, as an Assistant Professor. His current research interests focus on the design and 

Robinson et al. Page 19

IEEE Sens J. Author manuscript; available in PMC 2020 February 28.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



fabrication of micro/nano structures and devices, as well as their functional integration with 

living systems.

References

[1]. Ward MP, Rajdev P, Ellison C, and Irazoqui PP, “Toward a comparison of microelectrodes for 
acute and chronic recordings,” Brain Res, 2009.

[2]. Ng KA, Greenwald E, Xu YP, and Thakor NV, “Implantable neurotechnologies: a review of 
integrated circuit neural amplifiers,” Medical and Biological Engineering and Computing. 2016.

[3]. Buzsáki G et al., “Tools for probing local circuits: High-density silicon probes combined with 
optogenetics,” Neuron. 2015.

[4]. Koch C, Biophysics of Computation: Information Processing in Single Neurons. Oxford 
University Press, 2004.

[5]. Joye N, Schmid A, and Leblebici Y, “Electrical modeling of the cell-electrode interface for 
recording neural activity from high-density microelectrode arrays,” Neurocomputing, 2009.

[6]. Scholkmann F et al., “A review on continuous wave functional near-infrared spectroscopy and 
imaging instrumentation and methodology.,” Neuroimage, 2014.

[7]. Grienberger C and Konnerth A, “Imaging Calcium in Neurons,” Neuron, vol. 73, no. 5, pp. 862–
885, Mar. 2012. [PubMed: 22405199] 

[8]. Sepehri Rad M et al., “Voltage and Calcium Imaging of Brain Activity,” Biophysical Journal. 
2017.

[9]. Naumann EA, Kampff AR, Prober DA, Schier AF, and Engert F, “Monitoring neural activity with 
bioluminescence during natural behavior,” Nat. Neurosci, 2010.

[10]. Iwano S et al., “Single-cell bioluminescence imaging of deep tissue in freely moving animals,” 
Science (80-. )., 2018.

[11]. Marblestone AH et al., “Physical principles for scalable neural recording.,” Front. Comput. 
Neurosci, vol. 7, p. 137, 2013. [PubMed: 24187539] 

[12]. Hämäläinen M, Hari R, Ilmoniemi RJ, Knuutila J, and Lounasmaa OV, 
“Magnetoencephalography theory, instrumentation, and applications to noninvasive studies of the 
working human brain,” Rev. Mod. Phys, 1993.

[13]. Jayant K et al., “Targeted intracellular voltage recordings from dendritic spines using quantum-
dot-coated nanopipettes.,” Nat. Nanotechnol, vol. 12, no. 4, pp. 335–342, 2017. [PubMed: 
27941898] 

[14]. Johnson MD, Franklin RK, Gibson MD, Brown RB, and Kipke DR, “Implantable microelectrode 
arrays for simultaneous electrophysiological and neurochemical recordings.,” J. Neurosci. 
Methods, vol. 174, no. 1, pp. 62–70, Sep. 2008. [PubMed: 18692090] 

[15]. Parikh V, Kozak R, Martinez V, and Sarter M, “Prefrontal acetylcholine release controls cue 
detection on multiple timescales.,” Neuron, vol. 56, no. 1, pp. 141–54, Oct. 2007. [PubMed: 
17920021] 

[16]. Mattinson CE, Burmeister JJ, Quintero JE, Pomerleau F, Huettl P, and Gerhardt GA, “Tonic and 
phasic release of glutamate and acetylcholine neurotransmission in sub-regions of the rat 
prefrontal cortex using enzyme-based microelectrode arrays.,” J. Neurosci. Methods, vol. 202, 
no. 2, pp. 199–208, Nov. 2011. [PubMed: 21896284] 

[17]. Bruno JP, Sarter M, Gash C, and Parikh V, “Choline- and acetylcholine-sensitive 
microelectrodes,” in Encyclopedia of Sensors, Grimes CA, Dickey EC, and Pishko MV, Eds. 
American Scientific Publishers, 2006, pp. 1–15.

[18]. Mazzei F, Botrè F, Lorenti G, and Porcelli F, “Peroxidase based amperometric biosensors for the 
determination of γ-aminobutyric acid,” Anal. Chim. Acta, vol. 328, no. 1, pp. 41–46, Jul. 1996.

[19]. Viventi J et al., “Flexible, foldable, actively multiplexed, high-density electrode array for 
mapping brain activity in vivo.,” Nat. Neurosci, vol. 14, no. 12, pp. 1599–605, Nov. 2011. 
[PubMed: 22081157] 

[20]. Eversmann B et al., “A 128 128 cmos biosensor array for extracellular recording of neural 
activity,” IEEE J. Solid-State Circuits, vol. 38, no. 12, pp. 2306–2317, Dec. 2003.

Robinson et al. Page 20

IEEE Sens J. Author manuscript; available in PMC 2020 February 28.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



[21]. Bard AJ and Faulkner LR, Electrochemical Methods: Fundamentals and Applications, 2nd 
Edition Wiley, 2000.

[22]. ElMahmoudy M, Inal S, Charrier A, Uguz I, Malliaras GG, and Sanaur S, “Tailoring the 
Electrochemical and Mechanical Properties of PEDOT:PSS Films for Bioelectronics,” 
Macromol. Mater. Eng, vol. 302, no. 5, p. 1600497, 5 2017.

[23]. Tsai D, Sawyer D, Bradd A, Yuste R, and Shepard KL, “A very large-scale microelectrode array 
for cellular-resolution electrophysiology,” Nat. Commun, vol. 8, no. 1, p. 1802, Dec. 2017. 
[PubMed: 29176752] 

[24]. Rios G, Lubenov EV, Chi D, Roukes ML, and Siapas AG, “Nanofabricated Neural Probes for 
Dense 3-D Recordings of Brain Activity,” Nano Lett, vol. 16, no. 11, pp. 6857–6862, Nov. 2016. 
[PubMed: 27766885] 

[25]. Jun JJ et al., “Fully integrated silicon probes for high-density recording of neural activity,” 
Nature, vol. 551, no. 7679, pp. 232–236, Nov. 2017. [PubMed: 29120427] 

[26]. Wang J, Trumpis M, Insanally M, Froemke R, and Viventi J, “A low-cost, multiplexed 
electrophysiology system for chronic μECoG recordings in rodents.,” Conf. Proc. … Annu. Int. 
Conf. IEEE Eng. Med. Biol. Soc. IEEE Eng. Med. Biol. Soc. Annu. Conf, vol. 2014, pp. 5256–9, 
Aug. 2014.

[27]. Liu J et al., “Syringe-injectable electronics.,” Nat. Nanotechnol, vol. 10, no. 7, pp. 629–636, Jul. 
2015. [PubMed: 26053995] 

[28]. Wong IY, Almquist BD, and Melosh NA, “Dynamic actuation using nano-bio interfaces,” Mater. 
Today, vol. 13, no. 6, pp. 14–22, Jun. 2010.

[29]. Shahrjerdi D and Bedell SW, “Extremely Flexible Nanoscale Ultrathin Body Silicon Integrated 
Circuits on Plastic,” Nano Lett, vol. 13, no. 1, pp. 315–320, Jan. 2013. [PubMed: 23249265] 

[30]. Charthad J et al., “A mm-Sized Wireless Implantable Device for Electrical Stimulation of 
Peripheral Nerves,” IEEE Trans. Biomed. Circuits Syst, vol. 12, no. 2, pp. 257–270, Apr. 2018. 
[PubMed: 29578414] 

[31]. Mazzilli F, Lafon C, and Dehollain C, “A 10.5 cm Ultrasound Link for Deep Implanted Medical 
Devices,” IEEE Trans. Biomed. Circuits Syst, vol. 8, no. 5, pp. 738–750, Oct. 2014. [PubMed: 
25388881] 

[32]. Johnson BC et al., “StimDust: A 6.5mm 3, wireless ultrasonic peripheral nerve stimulator with 
82% peak chip efficiency,” in 2018 IEEE Custom Integrated Circuits Conference (CICC), 2018, 
pp. 1–4.

[33]. Wickens A et al., “Magnetoelectric materials for miniature, wireless neural stimulation at 
therapeutic frequencies,” bioRxiv, p. 461855, Nov. 2018.

[34]. Someya T, Bao Z, and Malliaras GG, “The rise of plastic bioelectronics,” Nature, vol. 540, no. 
7633, pp. 379–385, Dec. 2016. [PubMed: 27974769] 

[35]. Rivnay J, Wang H, Fenno L, Deisseroth K, and Malliaras GG, “Next-generation probes, particles, 
and proteins for neural interfacing,” Sci. Adv, vol. 3, no. 6, p. e1601649, Jun. 2017. [PubMed: 
28630894] 

[36]. Martin DC and Malliaras GG, “Interfacing Electronic and Ionic Charge Transport in 
Bioelectronics,” ChemElectroChem, vol. 3, no. 5, pp. 686–688, 5 2016.

[37]. Khodagholy D et al., “NeuroGrid: recording action potentials from the surface of the brain,” Nat. 
Neurosci, vol. 18, no. 2, pp. 310–315, Feb. 2015. [PubMed: 25531570] 

[38]. Rivnay J, Inal S, Salleo A, Owens RM, Berggren M, and Malliaras GG, “Organic electrochemical 
transistors,” Nat. Rev. Mater, vol. 3, no. 2, p. 17086, Jan. 2018.

[39]. Khodagholy D et al., “In vivo recordings of brain activity using organic transistors,” Nat. 
Commun, vol. 4, no. 1, p. 1575, Dec. 2013. [PubMed: 23481383] 

[40]. Braendlein M et al., “Lactate Detection in Tumor Cell Cultures Using Organic Transistor 
Circuits,” Adv. Mater, vol. 29, no. 13, p. 1605744, Apr. 2017.

[41]. Alivisatos AP, Chun M, Church GM, Greenspan RJ, Roukes ML, and Yuste R, “The Brain 
Activity Map Project and the Challenge of Functional Connectomics,” Neuron. 2012.

[42]. Shen H, “Neurotechnology: BRAIN storm,” Nature, 2013.

Robinson et al. Page 21

IEEE Sens J. Author manuscript; available in PMC 2020 February 28.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



[43]. Spira ME and Hai A, “Multi-electrode array technologies for neuroscience and cardiology,” 
Nature Nanotechnology. 2013.

[44]. Birmingham K et al., “Bioelectronic medicines: A research roadmap,” Nature Reviews Drug 
Discovery. 2014.

[45]. Nicolelis MA, “Actions from thoughts.,” Nature, vol. 409, no. 6818, pp. 403–7, Jan. 2001. 
[PubMed: 11201755] 

[46]. Perlmutter JS and Mink JW, “Deep brain stimulation.,” Annu. Rev. Neurosci, vol. 29, no. 1, pp. 
229–57, Jul. 2006. [PubMed: 16776585] 

[47]. Collinger JL, Foldes S, Bruns TM, Wodlinger B, Gaunt R, and Weber DJ, “Neuroprosthetic 
technology for individuals with spinal cord injury,” J. Spinal Cord Med, 2013.

[48]. Rousche PJ and Normann RA, “Chronic recording capability of the utah intracortical electrode 
array in cat sensory cortex,” J. Neurosci. Methods, 1998.

[49]. Polikov VS, Tresco PA, and Reichert WM, “Response of brain tissue to chronically implanted 
neural electrodes,” Journal of Neuroscience Methods. 2005.

[50]. Grill WM, Norman SE, and Bellamkonda RV, “Implanted Neural Interfaces: Biochallenges and 
Engineered Solutions,” Annu. Rev. Biomed. Eng, 2009.

[51]. Kozai TDY et al., “Mechanical failure modes of chronically implanted planar silicon-based 
neural probes for laminar recording,” Biomaterials, 2015.

[52]. Gilgunn PJ, Ong XC, Flesher SN, Schwartz AB, and Gaunt RA, “Structural analysis of explanted 
microelectrode arrays,” in International IEEE/EMBS Conference on Neural Engineering, NER, 
2013.

[53]. Prasad A et al., “Comprehensive characterization and failure modes of tungsten microwire arrays 
in chronic neural implants,” J. Neural Eng, 2012.

[54]. Prasad A et al., “Abiotic-biotic characterization of Pt/Ir microelectrode arrays in chronic 
implants,” Front. Neuroeng, vol. 7, p. 2, 2014. [PubMed: 24550823] 

[55]. Seymour JP and Kipke DR, “Neural probe design for reduced tissue encapsulation in CNS,” 
Biomaterials, 2007.

[56]. Gilletti A and Muthuswamy J, “Brain micromotion around implants in the rodent somatosensory 
cortex,” J. Neural Eng, 2006.

[57]. Perge JA et al., “Intra-day signal instabilities affect decoding performance in an intracortical 
neural interface system,” J. Neural Eng, 2013.

[58]. Fraser GW and Schwartz AB, “Recording from the same neurons chronically in motor cortex,” J. 
Neurophysiol, 2012.

[59]. Williams JC, Rennaker RL, and Kipke DR, “Long-term neural recording characteristics of wire 
microelectrode arrays implanted in cerebral cortex,” Brain Res. Protoc, 1999.

[60]. Zhong Y and Bellamkonda RV, “Biomaterials for the central nervous system,” Journal of the 
Royal Society Interface. 2008.

[61]. Jeong JW, Shin G, Il Park S, Yu KJ, Xu L, and Rogers JA, “Soft materials in neuroengineering 
for hard problems in neuroscience,” Neuron. 2015.

[62]. Gray CM, Maldonado PE, Wilson M, and McNaughton B, “Tetrodes markedly improve the 
reliability and yield of multiple single-unit isolation from multi-unit recordings in cat striate 
cortex,” J. Neurosci. Methods, 1995.

[63]. Nicolelis MAL et al., “Chronic, multisite, multielectrode recordings in macaque monkeys,” Proc. 
Natl. Acad. Sci, 2003.

[64]. Kipke DR, Vetter RJ, Williams JC, and Hetke JF, “Silicon-substrate intracortical microelectrode 
arrays for long-term recording of neuronal spike activity in cerebral cortex,” IEEE Trans. Neural 
Syst. Rehabil. Eng, 2003.

[65]. Luan L et al., “Ultraflexible nanoelectronic probes form reliable, glial scar–free neural 
integration,” Sci. Adv, 2017.

[66]. Seymour JP and Kipke DR, “Fabrication of polymer neural probes with sub-cellular features for 
reduced tissue encapsulation,” in Annual International Conference of the IEEE Engineering in 
Medicine and Biology - Proceedings, 2006.

Robinson et al. Page 22

IEEE Sens J. Author manuscript; available in PMC 2020 February 28.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



[67]. Kim T Il et al., “Injectable, cellular-scale optoelectronics with applications for wireless 
optogenetics,” Science (80-. )., 2013.

[68]. Sohal HS et al., “The sinusoidal probe: a new approach to improve electrode longevity,” Front. 
Neuroeng, 2014.

[69]. Xiang Z, Liu J, and Lee C, “A flexible three-dimensional electrode mesh: An enabling 
technology for wireless brain–computer interface prostheses,” Microsystems Nanoeng, vol. 2, no. 
1, p. 16012, Dec. 2016.

[70]. Wei X et al., “Nanofabricated Ultraflexible Electrode Arrays for High-Density Intracortical 
Recording,” Adv. Sci, 2018.

[71]. Zhao Z et al., “Nanoelectronic Coating Enabled Versatile Multifunctional Neural Probes,” Nano 
Lett, 2017.

[72]. Luan L et al., “Nanoelectronics enabled chronic multimodal neural platform in a mouse ischemic 
model,” J. Neurosci. Methods, 2018.

[73]. Du ZJ et al., “Ultrasoft microwire neural electrodes improve chronic tissue integration,” Acta 
Biomater, 2017.

[74]. Lee HC et al., “Histological evaluation of flexible neural implants; Flexibility limit for reducing 
the tissue response?,” J. Neural Eng, 2017.

[75]. Felix SH et al., “Insertion of Flexible Neural Probes Using Rigid Stiffeners Attached with 
Biodissolvable Adhesive,” J. Vis. Exp, 2013.

[76]. Chung JE et al., “High-Density, Long-Lasting, and Multi-region Electrophysiological Recordings 
Using Polymer Electrode Arrays,” Neuron, Nov. 2018.

[77]. Xu H, Weltman A, Scholten K, Meng E, Berger TW, and Song D, “Chronic multi-region 
recording from the rat hippocampus in vivo with a flexible Parylene-based multi-electrode array,” 
in Proceedings of the Annual International Conference of the IEEE Engineering in Medicine and 
Biology Society, EMBS, 2017.

[78]. Bennett C, Samikkannu M, Mohammed F, Dietrich WD, Rajguru SM, and Prasad A, “Blood 
brain barrier (BBB)-disruption in intracortical silicon microelectrode implants,” Biomaterials, 
vol. 164, pp. 1–10, 5 2018. [PubMed: 29477707] 

[79]. Saxena T et al., “The impact of chronic blood–brain barrier breach on intracortical electrode 
function,” Biomaterials, vol. 34, no. 20, pp. 4703–4713, Jul. 2013. [PubMed: 23562053] 

[80]. Vitale F et al., “Fluidic Microactuation of Flexible Electrodes for Neural Recording.,” Nano Lett, 
vol. 18, no. 1, pp. 326–335, Jan. 2018. [PubMed: 29220192] 

[81]. Najafi K and Hetke JF, “Strength characterization of silicon microprobes in neurophysiological 
tissues.,” IEEE Trans. Biomed. Eng, vol. 37, no. 5, pp. 474–81, 5 1990. [PubMed: 2345003] 

[82]. Shoffstall AJ et al., “A Mosquito Inspired Strategy to Implant Microprobes into the Brain.,” Sci. 
Rep, vol. 8, no. 1, p. 122, 2018. [PubMed: 29317748] 

[83]. Schuhmann TG et al., “Syringe-injectable Mesh Electronics for Stable Chronic Rodent 
Electrophysiology.,” J. Vis. Exp, no. 137, 2018.

[84]. Ordonez J, Schuettler M, Boehler C, Boretius T, and Stieglitz T, “Thin films and microelectrode 
arrays for neuroprosthetics,” MRS Bull, vol. 37, no. 06, pp. 590–598, Jun. 2012.

[85]. Rubehn B, Bosman C, Oostenveld R, Fries P, and Stieglitz T, “A MEMS-based flexible 
multichannel ECoG-electrode array.,” J. Neural Eng, vol. 6, no. 3, p. 036003, Jun. 2009. 
[PubMed: 19436080] 

[86]. Stitt I et al., “Dynamic reconfiguration of cortical functional connectivity across brain states.,” 
Sci. Rep, vol. 7, no. 1, p. 8797, Aug. 2017. [PubMed: 28821753] 

[87]. Bosman CA et al., “Attentional stimulus selection through selective synchronization between 
monkey visual areas.,” Neuron, vol. 75, no. 5, pp. 875–88, Sep. 2012. [PubMed: 22958827] 

[88]. Kohler F et al., “Closed-loop interaction with the cerebral cortex: a review of wireless implant 
technology,” Brain-Computer Interfaces, vol. 4, no. 3, pp. 146–154, Jul. 2017.

[89]. Boretius T et al., “A transverse intrafascicular multichannel electrode (TIME) to interface with 
the peripheral nerve.,” Biosens. Bioelectron, vol. 26, no. 1, pp. 62–9, Sep. 2010. [PubMed: 
20627510] 

Robinson et al. Page 23

IEEE Sens J. Author manuscript; available in PMC 2020 February 28.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



[90]. Raspopovic S et al., “Restoring natural sensory feedback in real-time bidirectional hand 
prostheses.,” Sci. Transl. Med, vol. 6, no. 222, p. 222ra19, Feb. 2014.

[91]. Petrini FM et al., “Six-Month Assessment of a Hand Prosthesis with Intraneural Tactile 
Feedback,” Ann. Neurol, vol. 85, no. 1, pp. 137–154, Jan. 2019. [PubMed: 30474259] 

[92]. Rudmann L, Alt M, Ashouri Vajari D, and Stieglitz T, “Integrated optoelectronic microprobes,” 
Curr. Opin. Neurobiol, vol. 50, pp. 72–82, Jun. 2018. [PubMed: 29414738] 

[93]. Alt MT, Fiedler E, Rudmann L, Ordonez JS, Ruther P, and Stieglitz T, “Let There Be Light—
Optoprobes for Neural Implants,” Proc. IEEE, vol. 105, no. 1, pp. 101–138, Jan. 2017.

[94]. Vomero M et al., “Incorporation of Silicon Carbide and Diamond-Like Carbon as Adhesion 
Promoters Improves In Vitro and In Vivo Stability of Thin-Film Glassy Carbon 
Electrocorticography Arrays,” Adv. Biosyst, vol. 2, no. 1, p. 1700081, Jan. 2018.

[95]. Boehler C et al., “Actively controlled release of Dexamethasone from neural microelectrodes in a 
chronic in vivo study,” Biomaterials, vol. 129, pp. 176–187, Jun. 2017. [PubMed: 28343004] 

[96]. Tian L et al., “Imaging neural activity in worms, flies and mice with improved GCaMP calcium 
indicators,” Nat Meth, vol. 6, no. 12, pp. 875–881, Dec. 2009.

[97]. Looger LL and Griesbeck O, “Genetically encoded neural activity indicators.,” Curr. Opin. 
Neurobiol, vol. 22, no. 1, pp. 18–23, Feb. 2012. [PubMed: 22104761] 

[98]. Gong Y et al., “High-speed recording of neural spikes in awake mice and flies with a fluorescent 
voltage sensor,” Science (80-. )., vol. 350, no. 6266, pp. 1361–1366, Dec. 2015.

[99]. Ghosh KK et al., “Miniaturized integration of a fluorescence microscope.,” Nat. Methods, vol. 8, 
no. 10, pp. 871–8, Sep. 2011. [PubMed: 21909102] 

[100]. Zong W et al., “Fast high-resolution miniature two-photon microscopy for brain imaging in 
freely behaving mice,” Nat. Methods, vol. 14, no. 7, pp. 713–719, 2017. [PubMed: 28553965] 

[101]. Adams JK et al., “Single-frame 3D fluorescence microscopy with ultraminiature lensless 
FlatScope.,” Sci. Adv, vol. 3, no. 12, p. e1701548, Dec. 2017. [PubMed: 29226243] 

[102]. Boominathan V et al., “Lensless Imaging: A computational renaissance,” IEEE Signal Process. 
Mag, 2016.

[103]. Pediredla AK et al., “Deep imaging in scattering media with selective plane illumination 
microscopy,” J. Biomed. Opt, vol. 21, no. 12, p. 126009, 2016. [PubMed: 27997019] 

[104]. Grossman N et al., “Multi-site optical excitation using ChR2 and micro-LED array.,” J. Neural 
Eng, vol. 7, no. 1, p. 16004, Feb. 2010. [PubMed: 20075504] 

[105]. Herrnsdorf J et al., “Active-matrix GaN micro light-emitting diode display with unprecedented 
brightness,” IEEE Trans. Electron Devices, 2015.

[106]. Scharf R, Tsunematsu T, McAlinden N, Dawson MD, Sakata S, and Mathieson K, “Depth-
specific optogenetic control in vivo with a scalable, high-density μlED neural probe,” Sci. Rep, 
2016.

[107]. Steude A, Jahnel M, Thomschke M, Schober M, and Gather MC, “Controlling the Behavior of 
Single Live Cells with High Density Arrays of Microscopic OLEDs,” Adv. Mater, 2015.

[108]. Steude A, Witts EC, Miles GB, and Gather MC, “Arrays of microscopic organic LEDs for high-
resolution optogenetics,” Sci. Adv, 2016.

[109]. Keum C-M et al., “The Role of Metallic Dopants in Improving the Thermal Stability of the 
Electron Transport Layer in Organic Light-Emitting Diodes,” Adv. Opt. Mater, vol. 6, no. 17, p. 
1800496, Sep. 2018.

[110]. Morton A, Murawski C, Pulver SR, and Gather MC, “High-brightness organic light-emitting 
diodes for optogenetic control of Drosophila locomotor behaviour,” Sci. Rep, 2016.

[111]. Morton A et al., “Photostimulation for In Vitro Optogenetics with High-Power Blue Organic 
Light-Emitting Diodes,” Adv. Biosyst, vol. 3, no. 3, p. 1800290, Mar. 2019.

[112]. Xu Q, Schmidt B, Pradhan S, and Lipson M, “Micrometre-scale silicon electro-optic 
modulator,” Nature, vol. 435, no. 7040, pp. 325–327, 5 2005. [PubMed: 15902253] 

[113]. Fontaine JJ, Diels JC, Wang CY, and Sallaba H, “Subpicosecond-time-domain reflectometry.,” 
Opt. Lett, vol. 6, no. 9, pp. 405–7, Sep. 1981. [PubMed: 19710718] 

[114]. Sorin WV and Baney DM, “Multiplexed sensing using optical low-coherence reflectometry,” 
IEEE Photonics Technol. Lett, vol. 7, no. 8, pp. 917–919, Aug. 1995.

Robinson et al. Page 24

IEEE Sens J. Author manuscript; available in PMC 2020 February 28.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



[115]. Rodriques SG et al., “Multiplexed neural recording along a single optical fiber via optical 
reflectometry,” J. Biomed. Opt, vol. 21, no. 5, p. 057003, 5 2016.

[116]. Cohen D, “Magnetoencephalography: Detection of the brain’s electrical activity with a 
superconducting magnetometer,” Science (80-. )., 1972.

[117]. Kominis IK, Kornack TW, Allred JC, and Romalis MV, “A subfemtotesla multichannel atomic 
magnetometer,” Nature, 2003.

[118]. Xia H, Ben-Amar Baranga A, Hoffman D, and Romalis MV, “Magnetoencephalography with an 
atomic magnetometer,” Appl. Phys. Lett, 2006.

[119]. Boto E et al., “A new generation of magnetoencephalography: Room temperature measurements 
using optically-pumped magnetometers,” Neuroimage, 2017.

[120]. Happer W and Tang H, “Spin-exchange shift and narrowing of magnetic resonance lines in 
optically pumped alkali vapors,” Phys. Rev. Lett, 1973.

[121]. Alem O, Benison AM, Barth DS, Kitching J, and Knappe S, “Magnetoencephalography of 
epilepsy with a microfabricated atomic magnetrode.,” J. Neurosci, vol. 34, no. 43, pp. 14324–7, 
Oct. 2014. [PubMed: 25339745] 

[122]. Hollberg L and Kitching J, “Miniature frequency standard based on all-optical excitation and a 
micro-machined containment vessel,” 6,806,784 B2, 2004.

[123]. Schwindt PDD et al., “Chip-scale atomic magnetometer,” Appl. Phys. Lett, 2004.

[124]. Sander TH, Preusser J, Mhaskar R, Kitching J, Trahms L, and Knappe S, 
“Magnetoencephalography with a chip-scale atomic magnetometer,” Biomed. Opt. Express, 
2012.

[125]. Alem O, Benison AM, Barth DS, Kitching J, and Knappe S, “Magnetoencephalography of 
Epilepsy with a Microfabricated Atomic Magnetrode,” J. Neurosci, 2014.

[126]. Boto E et al., “Moving magnetoencephalography towards real-world applications with a 
wearable system,” Nature, vol. 555, no. 7698, pp. 657–661, Mar. 2018. [PubMed: 29562238] 

[127]. Hedegaard H, Warner M, and Miniño AM, “Drug Overdose Deaths in the United States, 1999–
2016,” NCHS Data Brief, no. 294, 2017.

[128]. Ahrnsbrak R, Bose J, Hedden SL, Lipari RN, and Park-Lee E, “Key substance use and mental 
health indicators in the United States: Results from the 2016 National Survey on Drug Use and 
Healthle,” Subst. Abus. Ment. Heal. Serv. Adm, no. SMA 17–5044, 2017.

[129]. Gardner J, “A history of deep brain stimulation: Technological innovation and the role of 
clinical assessment tools,” Soc. Stud. Sci, vol. 43, no. 5, pp. 707–728, Oct. 2013.

[130]. Murphy J and Russomanno C, “OpenBCI.” [Online]. Available: https://openbci.com/.

[131]. Black C et al., “Open Ephys electroencephalography (Open Ephys  +  EEG): a modular, low-
cost, open-source solution to human neural recording,” J. Neural Eng, vol. 14, no. 3, p. 035002, 
Jun. 2017. [PubMed: 28266930] 

[132]. Wurzman R, Hamilton RH, Pascual-Leone A, and Fox MD, “An open letter concerning do-it-
yourself users of transcranial direct current stimulation,” Ann. Neurol, vol. 80, no. 1, pp. 1–4, Jul. 
2016. [PubMed: 27216434] 

[133]. “Brain blast,” Nature, vol. 498, no. 7454, pp. 271–272, Jun. 2013.

[134]. Maslen H, Douglas T, Cohen Kadosh R, Levy N, and Savulescu J, “Do-it-yourself brain 
stimulation: a regulatory model.,” J. Med. Ethics, vol. 41, no. 5, pp. 413–4, 5 2015. [PubMed: 
23900288] 

[135]. Wexler A, “The practices of do-it-yourself brain stimulation: implications for ethical 
considerations and regulatory proposals.,” J. Med. Ethics, vol. 42, no. 4, pp. 211–5, Apr. 2016. 
[PubMed: 26324456] 

Robinson et al. Page 25

IEEE Sens J. Author manuscript; available in PMC 2020 February 28.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

https://openbci.com/


Fig. 1 |. 
Sensing modalities for measuring neural activity discussed in this review. (Left) Neural 

action potentials can measured based on changes in electrical potential near the cell body, 

Section III. (Center) Action potentials can also be detected with light based on changes in 

fluorescence or changes in transmission of electro-optic waveguides, Section IV. (Right) 

Neural activity can also be detected based on the magnetic fields produced by currents 

propagating along neural processes, Section V.
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Fig. 2 |. 
Example of thin, flexible CMOS electronics. When thinned below 15 μm in thickness silicon 

electronics can bend and flex to match complex topographies like those in the brain to 

provide close contact with neural tissue. Here we see a flexible array of neural electrodes 

wrapped
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Fig. 3 |. 
Penetrating polymer-based ultra-flexible electrodes can match the mechanical properties of 

the brain by virtue of their thin substrates. These types of ultra-flexible probes can minimize 

the body’s foreign body response and support stable long-term electrical interfaces. (scale 

bars 10 μm). [65]
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Fig. 4 |. 
Ultraflexbile carbon nanotube fiber (CNTf) probes buckle when pressed into an agar brain 

phantom (left). A fluidic microdrive that supports the bare fiber during actuation facilitates 

implantation without increasing the footprint of the electrode (right) [80]. Scale bar 2 mm.
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Fig. 5 |. 
FlatScopes like the one shown on the tip of a figure have no lenses making them ultrathin 

and lightweight. However, without lenses, the captured images do not resemble the ground 

truth (shown here in a confocal microscope image of fluorescent microspheres). 

Nevertheless, by using specially designed diffractive or amplitude masks placed directly on 

the sensor, one can computationally reconstruct an image that closely matches the ground 

truth [101], [102].
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Fig. 6 |. 
Magnetoencephalography for capturing brain activity. A) Liquid-helium cooled 

magnetometers for traditional MEG are large and heavy instruments. B) Optical 

magnetometers, on the other hand, operate at room temperature and can be miniaturized. C) 

Using miniature optical magnetometers it is possible to create small form factor MEGs that 

operate at room temperature.
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